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Abstract   Despite many efforts, there are no computational models of conscious-
ness that can be used to design conscious intelligent machines. This is mainly at-
tributed to available definitions of consciousness being human centered, vague, 
and incomplete. Most researchers give up attempts of defining consciousness in 
physical terms, saying that consciousness is a metaphysical phenomenon. In this 
paper, we explain why it is important to define consciousness in physical terms. 
Through a biological analysis of consciousness and concept of machine intelli-
gence, we propose a physical definition of consciousness with the hope to model it 
in intelligent machines. 

Introduction 

Understanding consciousness and implementing it in manmade machines has in-
terested researchers for a long time. However, since last two decades, research to-
wards making machines conscious has gained great momentum and a lot of work 
is being done towards this end by various researchers [1-17]. Despite the large 
amount of research efforts, research regarding computational modeling of machine 
consciousness is very limited. Among various technical, philosophical and compu-
tational difficulties, the primary reason that stands out is the difficulty in under-
standing consciousness and related abstract notions like thought, attention, aware-
ness, etc. This paper addresses some of these issues as related to computational 
models of intelligence, and related modeling requirements for consciousness, at-
tention and awareness. 

Many researchers (philosophers, cognitive neuroscientists, psychologists, artificial 
intelligence researchers, etc.) tried to define or characterize consciousness [2, 10, 
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12, 13, 16, 17]. Many have discussed consciousness as causal (or non-causal) [12], 
accessible (or inaccessible) [13, 16], stateless (or having physical state) [13, 16], 
representational (or non-representational) [3, 5] and so on. However, none of the 
approaches provides a complete theory of consciousness that may become a foun-
dation for modeling requirements to design conscious machines. Specifically, 
there is a lack of a physical description of consciousness that could become a 
foundation for building computational models.  

In what follows, we justify the need for yet another definition of consciousness. 
There are several obvious reasons why such definition may be useful, such as fol-
lows: 

 To introduce a unifying definition of consciousness with minimum behavioral, 
design, and structural requirements that can be used as test of consciousness. 

 To move from meta-physical to physical description of consciousness and ob-
tain its computational model. 

 To describe underlying mechanism that can result in consciousness. 
 To formulate a constructive approach towards the implementation of conscious 

machines. 
 To describe consciousness in the context of emerging phenomenon in the pro-

cess of perception, learning, and building associative memories. 

We present our view of consciousness in relation to embodied intelligence ability 
to build stable sensory representations, and predict results of its actions in the en-
vironment. Self-organizing mechanism of emerging motivations and other signals 
competing for attention will be used to design models of conscious machines. In 
the next two sections, we briefly discuss the scientific and philosophical view of 
consciousness. The discussion presented is not exhaustive. It is rather representa-
tive of some important works that served as our inspiration. In the subsequent sec-
tion, a discussion on emergence of consciousness is presented. This discussion 
helps us to understand consciousness from biological perspective. The section af-
ter this takes up the main task of defining consciousness. In this section, we first 
identify requirements for a conscious machine. Then, we build upon these re-
quirements to define consciousness in physical terms. After this, we propose a 
computational model of machine consciousness based on our definition. Finally 
we conclude the paper. 

Scientific view of consciousness 

John Searle [33] said that ”Studying the brain without studying consciousness 
would be like studying the stomach without studying digestion, or studying genet-
ics without studying the inheritance of traits”. 

Marvin Minsky discusses consciousness in his book “The Emotion Machine” [18]. 
He analyzes consciousness from the point of view of common sense, as well as 
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presents views of other thinkers, philosophers, neuropsychologists, researchers in 
artificial intelligence and cognitive science. Their views of consciousness are dif-
ferent, from everything that makes human spiritual experiences, mystical links be-
tween sensing and highest levels of mind, to statements that “nobody has a slight-
est idea of how anything material can be conscious” [19]. According to William 
Calvin and George Ojeman [20], consciousness refers to focusing attention, men-
tal rehearsal, thinking, decision making, awareness, alerted state of mind, volun-
tary actions and subliminal priming, concept of self and internal talk.  Sloman [21] 
suggests that it may be pointless trying to define consciousness, its evolution or 
function as they may have many different interpretations, similar to other big 
words like perception, learning, knowledge, attention, etc. Minsky points out that 
philosophers do not help in understanding consciousness, nor give recipe on how 
to test one.  

Jeff Hawkins [22] suggests that consciousness is a combination of self awareness 
and qualia (feelings associated with sensations but not related to sensory input). 
He also points out that consciousness is associated with declarative memory; the 
moment this memory is erased our conscious experience disappears. He is certain 
that memory and prediction play crucial roles in creating consciousness, whatever 
way one defines it. 

Susan Greenfield’s [23] concept, ‘continuum of consciousness,’ says that “Con-
sciousness is a dynamic process and it changes with development of brain. Fur-
ther, at macro-level there is no consciousness centre and at micro-level there are 
no committed neurons or genes dedicated to consciousness.” 

Philosophical view of Consciousness and Awareness 

Higher-order theory supported by Rosenthal [8] postulates the existence of a pair 
of distinct mental states: a first-order quasi-perceptual state, and a higher-order 
thought or perception representing the presence of that first-order state.  In higher 
order theory “phenomenally conscious states are those states that possess fine-
grained intentional contents of which the subject is aware, being the target or po-
tential target of some sort of higher-order representation” [8]. 
Baars [2] says that “Consciousness is accomplished by a distributed society of 
specialists that is equipped with working memory, called a global workspace, 
whose contents can be broadcast to the system as a whole”. Further Baars says 
[34] that “only one consistent content can be dominant at any given moment.” The 
content of the memory is decided by the consciousness. Dennett [7] suggests that 
there is no single central place where conscious experience occurs; instead there 
are "various events of content-fixation occurring in various places at various times 
in the brain". When "content-fixation" takes place in one of these places, its ef-
fects may propagate so that it leads to the utterance of one of the sentences that 
make up the story in which the central character is one's "self".  Dennett believes 
that consciousness is a serial account for the brain's underlying parallelism. 
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Until now we had ignored an important question: Are consciousness and aware-
ness the same thing? This question is important because many researchers often 
confuse these terms and use them interchangeably. In order to differentiate be-
tween consciousness and awareness, let’s explore them from philosophical per-
spective.  

Though most people perceive these two words as meaning basically the same 
thing, philosopher Nisargadatta [24] points to two very different meanings of con-
sciousness and awareness. When he uses the term "consciousness", he seems to 
equate that term with the knowledge of "I Am". On the other hand, when he talks 
about "awareness", he points to the absolute, something altogether beyond con-
sciousness, which exists non-dualistically irrespective of the presence or absence 
of consciousness. Thus, according to him, awareness comes first and it exists al-
ways. Consciousness can appear and disappear, but awareness always remains.  

Our interpretation of his theory is that contrary to the general belief, awareness is 
not a part (subset) of consciousness; in fact, he suggests that awareness is the su-
perset of consciousness. In some sense he is relating awareness to something simi-
lar to a central executive, which remains whether we are conscious or not, and 
takes care of all the biological activities without actually making us conscious of 
them happening. We adopt his approach in our model. 

Emergence of consciousness 

To further understand consciousness, we also need to understand - when does hu-
man consciousness emerge? What makes conscious beings aware of the fact that 
they are conscious? In the following, we discuss these questions from two view-
points: developmental stages of human fetus and evolution of brain. 

In human fetus, the first simple movement can be interpreted as the first indication 
of consciousness. Lou [25] argues against it. He argues that 8 weeks fetus’ nerv-
ous system is in nascent state and its movement is the result of simple reflexes 
similar to the movement of headless chicken. 

Development stages of brain indicate that consciousness can be a feature of cor-
tex. In human fetus, cortex develops over many months and in stages. Spreen et. 
al. [26] say that cortical cells come at the correct position in the 6th week after ges-
tation. 20th week onwards, cortical region is insulated with myelin sheath and from 
25th week, the development of local connections between neurons takes place. 30th 
week onwards, fetus’ brain generates electrical wave patterns. These develop-
ments are gradual and incomplete until after birth. This makes it difficult to de-
termine the exact moment of emergence of consciousness. On the other hand, we 
might conclude that this may be the reason for limited consciousness exhibited by 
the fetus, and that consciousness emerges gradually with the development of 
brain. 
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Our analysis of relation between consciousness and the evolution of brain (based 
on [23, 27]) is summarized in table 1. In this table, we also indicate the current 
ability of machines to model and mimic related evolutionary traits. This study is in 
agreement with Gerry Edelman [28] who suggested that lower animals are not 
conscious. However, there are some interesting exceptions. For example, Young 
[29] observed that octopus, though an invertebrate, possesses sophisticated learn-
ing and memory skills. We also observe that most animals, including the animals 
with simpler brains, such as insects, exhibit some kind of circadian sleep wake cy-
cle [30]. This, in our opinion, is a crude form of consciousness i.e., consciousness 
is not yet developed to treat them as conscious being according to our definition of 
consciousness. 

From the table, we conclude that some important traits necessary for conscious-
ness include the presence of cortex, cross-modal representation, associative 
memory, and learning units. 

Table 1: Evolution and consciousness.  

  Living Being1  Evolutionary traits Analogous 
feasibility in 
machines 

↑ 

C
on

sc
io

us
 

Human Beings Fully developed cross-modal representation 

Sensory capabilities: auditory, taste, touch, vi-
sion, etc. 

Bi-frontal cortex: planning, thought, motivation 

Impossible at 
present 

Hedgehog (earli-
est mammals) 

Cross-modal representation 

Sensory capabilities: auditory, touch, vision 
(less developed), etc. 

Small frontal cortex 

Impossible at 
present 

Birds Primitive cross-modal representation  

Sensory capabilities: auditory, touch, vision, ol-
factory. 

Primitive associative memory 

Associative 
memories 

 

* 

Reptiles 2 

 

Olfactory system 

Primitive vision 

Computer vi-
sion (nascent) 

N
ot

 C
on

sc
io

us
 Hagfish (early 

vertebrate) 
Primitive olfactory system 

Primitive nervous system 

Artificial neu-
ral networks 

Lower level ani-
mals (hydra, 
sponge, etc.) 

Sensory motor units 

Point to point nervous system 

Mechanical 
and/or elec-
tronic control 
systems 

1 Kingdom Animalia ; 2* inconclusive\consciousness in transition 
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Harth [31] has related consciousness to connections between the lateral geniculate 
nucleus (LGN) of the thalamus and the corresponding visual cortex. Thus we can 
conclude that the presence of cortex is important for emergence of consciousness, 
though consciousness may not be located specifically in cortex. 

Defining Consciousness 

For designing models of conscious intelligent machines, we need to define con-
sciousness in the context of such machines. We will adopt an approach similar to 
the one we took providing definition of intelligence [32], where our aim was not 
to remove ambiguity from philosophers’ discussion about intelligence or various 
types of intelligence, but to describe mechanisms and the minimum requirements 
for the machine to be considered intelligent. In a similar effort, we will try to de-
fine machine consciousness in functional terms, such that once a machine satisfies 
this definition, it is conscious, disregarding the level or form of consciousness it 
may possess. Consciousness will be very much a function of embodied form of in-
telligence that a machine will possess. It will be an emerging property of machine 
development and its final form will depend on perception, memory, motor skills, 
motivations, thoughts, plans, etc.  

In our prior work [32] on motivation in machine learning, we defined embodied 
intelligence as a mechanism that learns how to survive in a hostile environment. 
Thus, learning ability is a critical aspect of intelligent machine and knowledge is a 
result of learning. 

Since our aim is to design conscious machines, which exist and interact in an envi-
ronment, we will use the most successful paradigm of building intelligent ma-
chines based on embodiment. Embodied intelligence uses sensors and actuators 
within its embodiment to perceive and act on the environment. In this interaction 
with environment, it learns to recognize objects and learns effects of its actions.  
By learning limitations of its embodiment and predicting how its own embodiment 
may affect the environment around it, machine learns to be aware of itself in a 
given environment. Thus in order to be aware of “who I am?”, to predict the re-
sults of own actions, to anticipate, etc., a mechanism to acquire and represent 
knowledge about the environment is required. 

In order to be aware of “who I am?”, attention to self is required. Similarly, for be-
ing conscious about other events/objects, attention needs to be given to those 
events/objects. Thus, a mechanism for attention and attention switching is re-
quired.  

There are few interesting questions regarding attention and attention switching. 
When we are conscious of an object, our attention is focused on that object. Dur-
ing a thought process our attention switches from one object/fact/event to another 
one. What happens during this attention switch or what is the mechanism for at-
tention switching during a thought process? Are we conscious during the attention 
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switch?  This should not be confused with the D. Rosenthal’s statement that 
“higher-order thoughts are themselves seldom conscious; so we are typically una-
ware of them“ [8] as he focuses on a conscious thought not the underlying mecha-
nism which creates a conscious thought.  In our model there is no unconscious 
thought. 

One possible explanation of the mechanism of attention switching is that it is a re-
sult of competition between functional units of brain. Attention switches to the 
semantic relation (object/fact/event) corresponding to the unit that wins. Some-
times, we think of an object/fact/event, but our attention drifts to something else, 
which was not directly related to this object/fact/event. This can be easily ex-
plained by the competition between numerous semantic relations as our brain ex-
plores in parallel while reaching a target goal or externally driven unconscious 
stimuli that switch our attention. 

Now, we present our views on the state of consciousness during attention and at-
tention switching. For this purpose, we make use of the definitions of attention 
and attention switching.  

Attention is a selective process of cognitive perception, action or other cognitive 
experiences. This selective process of attention results from attention switching 
(needed to have cognitive experience).  

Attention switching is a dynamic process resulting from competition between rep-
resentations related to motivations, sensory inputs and internal thoughts including 
spurious signals (like noise).  Thus attention switching may be a result of deliber-
ate cognitive experience (and thus fully conscious signal) or it may result from 
subconscious process (stimulated by internal or external signals). Thus, while pay-
ing attention is a conscious experience, switching attention does not have to be. 

Note, that in this respect the major mechanism responsible for conscious thoughts 
and their dynamics combines both top-down (conscious) and bottom-up (uncon-
scious) signals.  This is different from Rosenthal HOT theory [8] or Baar’s Global 
Workspace [34] which are entirely driven by conscious thoughts.  Our approach is 
closer to Dennett’s “frame in the brain” idea [7] where coalitions of neurons com-
pete for the frame with winners becoming a conscious experience. 

Another requirement for consciousness is an act of cognitive perception, actions 
related to it, and/or other cognitive experiences like thoughts or dreams. Cognitive 
perception or other cognitive experiences are related to semantic memories result-
ing from knowledge building. In addition, associative memory is required to relate 
perception to knowledge. 

Even as we discuss various requirements for consciousness, we need to note that 
brain can’t be easily compartmentalized, i.e., there is no point-to-point connection 
between senses and neurons in brain. For example, visual system activates at least 
30 different areas of brain. Similarly, no single brain region (in agreement with 
Susan Greenfield [23] and D. C. Dennett [7]) or no single chemical process in the 
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brain is responsible for consciousness. We identify that consciousness is a result 
of interactions between interconnected modules. 

As discussed, to be conscious, the ability to define “Who I am?” is essential. In 
functional terms, it means that the system can perceive, act, and predict results of 
its actions, including the effect of its own embodiment on the environment (that 
may include limitations resulting from this embodiment). Thus, self-awareness is a 
synonym for consciousness at its minimalistic functional meaning. Following 
Nisargadatta, we accept general awareness as a prerequisite for consciousness. A 
plant is aware of light and cold, yet it is not conscious. Consequently, in our defi-
nition, consciousness requires cognitive awareness.  

A central executive, which operates no matter whether we are conscious or not, is 
required as the platform for the emergence, control, and manifestation of con-
sciousness.  In human, central executive takes care of all the biological activities 
without making us aware of what is happening, as well as of all cognitive percep-
tions, thoughts and plans. In machine, central executive will control its conscious 
and subconscious processes, driven by its learning mechanism, creation and selec-
tion of motivations and goals.  Thus, central executive, using cognitive perception 
and cognitive understanding of motivations, thoughts or plans will be responsible 
for self-awareness and create conscious state of mind. 

We define machine consciousness as follows: 

A machine is conscious if besides the required components for perception, action, 
and associative memory, it has a central executive that controls all the processes 
(conscious or subconscious) of the machine; the central executive is driven by the 
machine’s motivation and goal selection, attention switching, learning mechanism, 
etc. and uses cognitive perception and cognitive understanding of motivations, 
thoughts, or plans. Thus, central executive, by relating cognitive experience to in-
ternal motivations and plans, creates self-awareness and conscious state of mind. 

Computational model of consciousness 

In this section, we propose a computational model that integrates functionalities of 
biological systems in a virtual machine. We are taking functional inspiration from 
biological systems to model consciousness and realize it in machines. It should be 
noted that we are not advocating to mimic biological systems exactly in machines, 
but rather to model and use their functional organization of conscious processing. 

Our model consists of three main functional blocks, viz., Sensory-motor, Episodic 
Memory and Learning, and Central executive. A detailed block diagram of the 
model is presented in Figure 1. 



9 

 

Fig. 1: Computational model of a conscious machine.  

Sensory-motor block 

Sensory-motor block is composed of three parts: sensory processors integrated 
with semantic memory, motor processors integrated with motor skills, and sub-
cortical processor integrated with emotions and rewards.  

The sensory processors are connected to the sensors through encoders/decoders. 
They receive the sensory data and are responsible for concept formation in self-
organized hierarchical structure [22]. Through interaction with central executive, 
episodic memory and sub-cortical processor sensory processors build and activate 
semantic memory that represents knowledge about the environment. Semantic 
memory blocks activated by various sensory inputs are interconnected with each 
other making the cross-modal representation in such systems possible. 

Similarly, the motor processors are connected with the motor units through encod-
ers/decoders. The processors actuate the motors and receive feedback through sen-
sory processors. Through interaction with central executive and sub-cortical pro-
cessor they build a hierarchy of motor skills. 

The processors in the emotions, rewards, and sub-cortical processing are used for 
generation of emotional and reward signals that govern learning and serve as an 
interface to other units. Specifically they cue episodic and semantic memories, 
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switch attention, provide motivations and help to select goals and interact with ac-
tion monitoring. 

Multiple processors in the sub-cortical processor block execute their programs in 
parallel and generate individual outputs. These outputs may compete among them-
selves (at a subconscious level) or may be used by the central executive unit (at a 
conscious level) to make a selection. Such a mechanism shall be helpful for atten-
tion, goal selection, motivation, etc. 

Episodic memory and learning block 

Episodic memory and learning block is composed of two parts, episodic memory 
unit and learning unit. Episodic memory unit is a collection of smaller functional 
blocks, each dedicated to capture a spatio-temporal sequence of semantic relation-
ships like relations between objects observed in an episodic experience with their 
significance derived from emotional context. 

Cueing and organization of episodes unit is able to recognize the novel 
events/patterns in various processes and help to build semantic relationships. For 
doing so, it shall collect and process data from all the units including motivations 
and interpretations of cognitive experiences from the central executive. Subse-
quently, it stores and manages episodes and also initiates learning about specific 
events/patterns if directed by the central executive. 

Central executive block 

Central executive block is responsible for coordination and selective control of all 
the other units. This block interacts with other units for performing its tasks, gath-
ering data and giving directions to other units. Its tasks include cognitive percep-
tion, attention, attention switching, motivation (based on goal creation [32] and 
winner-take-all), goal creation and selection, thoughts, planning, learning, etc. For 
this purpose, it needs the capability to dynamically select and direct execution of 
programs that govern attention, cueing, episodic memory and action monitoring. 
In addition, central executive can activate semantic memory and control emotions. 

Central executive directs cognitive aspects of machine experiences but its opera-
tion is influenced by competing signals representing motivations, desires, and at-
tention switching that are not necessarily cognitive or consciously realized. Cen-
tral executive does not have any clearly identified decision making center. Instead, 
its decisions are result of competition between signals that represent motivations, 
pains and desires. At any moment, competition between these signals can be inter-
rupted by attention switching signal. Such signals constantly vary in intensity as a 
result of internal stimuli (e.g., hunger) or externally presented and observed oppor-
tunities. Thus, the fundamental mechanism that directs machine in its action is 
physically distributed as competing signals are generated in various parts of ma-
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chine’s mind. Further, it is not fully cognitive, since, before a winner is selected, 
machine does not interpret the meaning of competing signals. 

Cognitive aspect of the central executive mechanism is predominantly sequential, 
as a winner of the internal competition is identified and serves as an instantaneous 
director of the cognitive thought process, before it is replaced by another winner. 

Once a winner of internal competition is established, central executive provides 
cognitive interpretation of the result, providing top down activation for perception, 
planning, internal thought or motor functions. It is this cognitive realization of in-
ternal processes that results in central executive’s decision of what is observed, 
planning how to respond, internal talk of what to do, that we associate with a con-
scious experience and a continuous train of such experiences constitutes con-
sciousness. 

It should be noted that though the sensory and motor units are not the part of the 
brain as defined above, they are essential for embodiment of the complete system. 

Conclusion 

Opposed to the metaphysical interpretation of consciousness, we present a physi-
cal definition of consciousness based upon the biological study of consciousness 
and our model of embodied intelligence [32]. Though, our definition of con-
sciousness is based on biological perspective, the proposed definition clearly en-
compasses various possible phenomenological characteristics of consciousness. 

Our proposed organization of conscious machine model is based on two important 
observations. First, biological evolution as well as development of human brain 
indicates that a functional unit similar to pre-frontal cortex is strongly related to 
the emergence of consciousness. Second, a central executive which controls and 
coordinates all processes, whether conscious or subconscious, and which can per-
form some of its tasks (like memory search) using concurrent dynamic program-
ming, is necessary for developing consciousness. 

The proposed computational model of consciousness mimics the biological sys-
tems functionally and retains a well-defined architecture necessary for implement-
ing consciousness in machines. It might be neither complete or foolproof nor prac-
tically feasible. However, it should provide guidance towards building models of 
conscious embodied machines. 
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