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Abstract: 

A wide variety of computational models for human visual attention have been presented during the past decades, 

although they focus mostly on single tasks modeling of visual attention such as object recognition in cortex. 

However, when it comes to more complex scenarios related to active vision such as the visual behavior of drivers, 

none of these models provides a satisfactory solution. Driving is primarily a visual task strongly link to motor 

control, yet the visual behavior of drivers is still poorly understood. Over the decades, studies on driver eye 

fixations try to understand where and how long drivers look to obtain visual information either in natural scenes or 

in driving simulators [1-4].  

They are many theories about what features a driver might use while driving [5]. Many algorithms such as road 

following methods [6] have been developed to find the lane markings or the road edges as the main cues of the 

road while studies on the visual scanning pattern of experienced drivers revealed that only 1% of all fixations in the 

open-road driving scenarios fixated on the lane markings or road edges [1]. On the other hand, several road 

detection algorithms [5] look for distinct appearance characteristics from the road regions to segment the scene to 

road and non-road sections though Rockwell et al. [7] reported that at distance 75 to 250 feet in front of the car 

drivers look at the road less than 21%.  

According to the results of recent researches, drivers prefer to look close to the end of the road (64% of all 

fixations [8]) where the road edges converge on the horizon (vanishing point) and drivers can obtain information 

with maximal lead-time [2-3]. Others also have indicated that the gaze distribution tends to be increasingly 

constrained to the vanishing point with an increase in driving speed [4, 9]. Hence, it is clear that vanishing point 

plays an important role as a global constraint for detecting roads for human drivers and if any computational 

model wants to mimic the driver’s behaviors it should start with estimating the vanishing point locations. 

Our goal in this work is to propose a computational model for the visual gaze behavior of drivers by starting with 

estimating the vanishing point location in image space based on the biologically inspired model of the joint activity 

of simple cells and complex cells populations in the primary visual cortex. 

The receptive fields of orientation-selective simple cells in the primary visual cortex (V1) are modeled by two-

dimensional Gabor filters.  Next, the activities of a pair of simple cells with a phase difference of 
π

2
 are used to 

provide a model of cortical complex cell receptive fields, which are phase insensitive. 



Since all parallel border road lines, road edges, and even ruts and tire tracks left by previous vehicles on the road 

can potentially point to a vanishing point in the image space, one should first estimate the dominant orientation by 

centering a family of complex cells tuned to a full range of orientations at each possible position in the image 

space. The maximum response is selected as the dominant orientation at each position. Then, the vanishing point 

can be determined by making the pixels vote for the location of the candidate vanishing points in the direction of 

their dominant orientations. To achieve a precise angular resolution, filters with a large number of orientations are 

generally used (n = 72 in [10] and  n = 36 in [11]). However, psychophysical evidence [12] suggests that 

information in the cortex is more widely represented by the joint activity of neuronal populations rather than by a 

single neuron activity. Therefore, we present a biologically inspired model, meant to mimic the orientation-

selective properties of complex cells in the cortex, based on the joint activity of only 4 main oriented filters 

{0°, 45°, 90°,  135°} at each possible location in the image space. 

The summary of the proposed biologically inspired model is as follow. To estimate dominant orientation at each 

pixel location, a gray-value input image is convolved with four oriented Gabor filters, θ ∈{0°, 45°, 90°,  135°}. Next, 

these Gabor responses are reduced to two dominant filter activation strengths with an opponent offset. The first 

two maximum Gabor responses are reduced by their orthogonal direction activations and then these two resultant 

filter activation strengths are used to represent the direction/strength of the dominant orientation of that pixel 

location.  

In order to assess the accuracy of the proposed method a set of synthetic images with associated ground truth are 

used. The angular estimated error is symmetric and it is bounded. The proposed technique has a finite angular 

resolution of 1.4(±0.75) degrees with only 4 oriented Gabor filters compared to the 2.5 degrees angular resolution 

with 36 oriented Gabor filters in [11] and 1.25 degrees with 72 oriented Gabor filters in [10]. Even a higher 

resolution can be obtained in two-stage process where the initial estimate is used to refine fitting to most likely 

directions, and then using Gabor filter activations to obtain a better estimate. 

After the dominant orientation is estimated, in order to estimate the vanishing point location a ray is drawn along 

each dominant orientation and the pixel with the maximum number of supporting rays is declared the candidate 

vanishing point. However, in such method all the dominant orientations would have the same influence on the 

voting scheme. To address this problem we considered assigning weights to each dominate orientation based on 

different weighting methods. Later, a series of quantitative and qualitative analyses are presented using real data 

sets from the DARPA Grand Challenge projects to demonstrate the effectiveness of the proposed methodology. 
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