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Abstract. A novel online dynamic value system for machine learning is
proposed in this paper. The proposed system has a dual network struc-
ture: data processing network (DPN) and information evaluation network
(IEN). The DPN is responsible for numerical data processing, including
input space transformation and online dynamic data fitting. The IEN
evaluates results provided by DPN. A dynamic three-curve fitting (TCF)
scheme provides statistical bounds to the curve fitting according to data
distribution. The system uses a shift register communication channel.
Application of the proposed value system to the financial analysis (bank
prime loan rate prediction) is used to illustrate the effectiveness of the
proposed system.
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1 Introduction

Online value system is useful for machine learning. For instance, in reinforce-
ment learning (RL) a machine learns values of its state/action pairs [1] to direct
its actions towards a goal. By analyzing sensory inputs from the external envi-
ronment, an intelligent system (agent) should evaluate the information received
according to its value system, and act to maximize the expected reward. An
agent learns from active interaction with its environment, and while acting on
the environment, it accumulates knowledge through experience.

A typical reinforcement learning system includes the external environment,
a policy, and a value function that describes expected reward. R. S. Sutton
argued that in this system the value function is of critical importance as all
RL algorithms estimate the state-action values [1]. Although it is important to
estimate the value accurately and dynamically, it is difficult to do so in practical
learning environment for numerous reasons:

— Limited availability of information;
— Information ambiguity and redundancys;
— High dimensionality of the data set;
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— Time variability of the information;

Due to the importance of the value systems, many research results have
been recently reported in the literature. For instance, paper [2] proposed an
artificial neural network value system incorporating multiple regression analy-
sis. This system combined the analysis results of three neural networks, named
back-propagation, probabilistic network and self-organizing feature map. Paper
[3] proposed a fuzzy-based navigation system for two mobile robots using dis-
tributed value function reinforcement learning. This approach enables multiple
robots to learn a value function, which is an estimation of future rewards for all
robots. In this way, cooperations between two robots are maintained and each
robot learns to execute the actions that are good for the team.

In this paper, we propose a novel online feedforward neural network value
system capable of estimating the value of multi-dimensional data sets. Similar
to learning array presented in [4], this network has a multilayer, regular array
structure of processing elements (PE) with local interconnections that can be
determined by PE self-organization scheme.

The motivation of this research is to provide a mechanism for the intelligent
machines to be able to dynamically estimate the value function in reinforcement
learning (specify “good” from “bad”), therefore guiding the machines to adjust
its actions to achieve the goal. The “value” in this paper can be a numerical
expression of a fundamental principle or desired objective function value in a
practical application problem. A user can define his own value for each applica-
tion. For example, in financial analysis, the value could be a numerical index that
reflects the intrinsic value of the analyzed company for an investment decision
or a numerical measure of its financial performance. This approach differs from
classical backpropagation neural network approach in which a function value is
given as a desired output and is used to adjust interconnection weights in the
backpropagation process [5].

The main contribution of our research is the proposed dynamic value system
and its implementation architecture. This value system is a scheme, not a specific
algorithm; therefore, it can be used in different ways, such as selection of input
space transform functions, selection of different basis functions or different voting
schemes.

2  Online Curve Fitting Principles

Online dynamic curve fitting is the core module of the proposed value system. It
contains a network of processing elements (PE) that approximate the incoming
data values. In this section, we first show how PEs implement online dynamic
curve fitting. We then discuss the proposed three curve fitting (TCF) scheme to
fit the statistically distributed incoming data.

2.1 Online dynamical curve fitting

Consider a dynamic adjustment of the fit function described by a linear combi-
nation of basis functions ¢;,i = 1, 2, ...q, where ¢ is the number of basis functions.
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This number can be adjusted according to the required accuracy and the data
noise level. Our objective is to dynamically fit values of the received data sam-
ples. We assume that each PE has two inputs describing its subspace data points
with coordinates z and y. Each PE dynamically adjusts its fit function to mini-
mize the least square error in approximated values of all the training data z and
y as follows:

Y =a1 Xxpi+az X pa+...+aq X @q (1)

We can determine the coefficients a1, aq,...aq by pseudo inverse of the matrix
composed of the basis function values at the input data. To do this dynamically
we need to accumulate function values and their combinations for different input
samples. Thus the unknown coefficients a; in equation (1) can be solved as

follows:
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where n is the number of data points. For online implementation, this requires
storage of ¢ x (¢ + 1)/2 + g values of different correlations in equation (4)
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where k,m = 1,2...q. As new samples arrive, these s values are updated, and
equation (3) is solved for new coefficients a1, as,...aq. In general, for ¢ basis
functions we may need to invert ¢ x ¢ matrix (#7®) to update the coefficients
of the approximating equation.

2.2 Three-curve fitting and the voting scheme

For noisy data, the single curve fitting technique presented in section 2.1 has its
limitations. Fig. 1(a) gives a general idea of such a single curve fit by an individual
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PE. As we can see, the fitted curve does not reflect the statistical distribution
of the input data values in areas A and B, which will cause poor value fitting in
these areas. We could compute a standard deviation of the approximated data
from the curve fit, but this would only give a uniform measure of statistical errors
that does not reflect the different quality of approximation in different regions
of the input space. In order to overcome this limitation, a three-curve-fitting
(TCF) scheme is proposed. Fig. 1(b) illustrates how the TCF method, fits the
same sample data values by using three curves:

Neutral Curve: that fits to all the data samples in the input space (same as
the curve in Fig. 1(a))

Upper Curve: that fits only to the data points that are above the neutral
curve.

Lower Curve: that fits only to the data points that are below the neutral
curve.

A A
value value

/ Upper Curve
X5 ‘/)(Neutral Curve

Lower Curve

Data dimensTon Data dimensio;

(@) (b)

Fig. 1. (a) Single curve fitting; (b) Three curve fitting (TCF) scheme

As we can see from Fig. 1(b), the neutral curve provides a rough estimation of
the fitted value, while the upper and the lower curves provide localized statistical
distribution information. In a dynamic implementation, when a new data sample
is received, we first modify the neutral curve. Then we calculate the fitted value
of the neutral curve v,;. If v,; is smaller than the true value of this new sample,
then we continue to modify the coefficients of the upper curve and keep the lower
curve unchanged; otherwise, we modify the lower curve and keep the upper curve
unchanged. Based on these upper and lower curves, we can locally characterize
a statistical deviation of the approximated data from the value estimated by the
neutral curve. As illustrated in Fig. 1(b), vy, vn; and vy; are the values estimated
by the upper curve, neutral curve and lower curve, respectively. The standard
deviation of the estimated value is defined in the following way:

di; = |Uni — Vil s doi = |vni — vii] , di = (dvi + dai)/2 (5)

d; reflects how accurate the estimated value v,; is compared to its true value.
Small values of d; mean that v,; is obtained with higher confidence and should
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carry higher weight in the voting scheme at the information evaluation network.
However, when d; is large, it means that v,; is not so accurate and should con-
tribute less to the final result. Therefore, the weights for each PE are calculated
as w; = 1/d;. For a value system with k processing elements, the voting mecha-
nisms used in the IEN network is implemented through:

k k

Vyote = Z(Unzwz)/Z(wz) (6>

i=1 i=1

The average weight of all inputs processed by a PE can be used as a measure of
quality of the local fit to the function approximated by this PE. This in turn, can
be used by the PE to select a subset of inputs from all inputs connected to this
PE, and to perform the dynamic function approximation in the subspace based
on the selected inputs. Each PE selects its inputs such that its average weight is
maximized. It can do it locally, independent on the state and the interconnection
scheme of other PEs. This results in topological self-organization similar to the
one presented in [4].

3 Value system architecture

Fig. 2 shows the architecture of the proposed value system with dual network
structure composed of DPN and TEN. DPN contains multiple layers of data
processing elements (DPE). Each DPE selects its inputs, conducts the three-
curve fitting as discussed in Section 2, and outputs their fitted values v,;, vy;
and vy; to be processed by voting processing element (VPE) in IEN. The VPE
establishes the final value using equations (5)-(6).

This architecture channels the information in a way similar to a hybrid shift-
register structure. Each DPE has a set of inputs, that are pseudo randomly
connected to local input channels. At the first clock cycle, input data is available
at the first layer channel, and the first layer DPEs read this data as their inputs.
DPEs output the transformed data (using their local transformation functions)
into the same locations at the input channel. They also output their estimated
values v,; and their corresponding weights w; to the VPE in IEN network.
IEN network is composed of the sequence of VPE elements terminated with an
element that computes the final value. The VPE combines values and weights
received from a single layer of DPEs according to the following equations and
passes them to the next layer of VPEs at the next clock cycle.

6= (wivi) + By (7)
= (i) + 1 (8)

here the subscript “I 7 means the values obtained from the layer [ . Therefore, ¥;
and 0 represent the combined value and weight information for layer [ . Final
values are estimated by computing the ratio of the last layer ¢; and ;.
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At the next clock cycle, the transformed data (the output data of the DPE
in the first layer) is shifted as the input data to the DPEs in the second layer,
while another set of input data samples are sent to the first layer channel. The
VPEs in the second layer combine the results obtained in the second layer with
that passed from the previous layer. Other layers process their corresponding
information concurrently, implementing a hybrid pipeline structure for function
vale estimation. In this way, all processing elements in the system are active
during all clock cycles making this architecture suitable for the dynamic online
processing.

To all data PEs in each layer
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Fig. 2. Dynamic value system architecture

4 Simulation results

We illustrate the application of the proposed value system to the financial data
analysis - bank prime loan rate prediction. Financial data prediction is difficult
due to the inherent noise, non-stationary, and non-linear characteristics of such
data sets. The neural network based approach is a powerful tool financial data
analysis and many research results have been reported recently. For instance, in
[6], three neural network based learning mechanisms, including standard back-
propagation (SBP), scaled conjugate gradient (SCG) and backpropagation with
Bayesian regularization (BPR) were used to predict the foreign currency ex-
change rates. In [7], foreign exchange rate prediction was analyzed using recur-
rent neural networks and grammatical inference. In [8], an iterative evolutionary
learning algorithm using fuzzy logic, neural networks, and genetic algorithm was
proposed for the financial data prediction, and prediction results were compared
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with those obtained by classical fuzzy neural networks as in [9]. In [10], J. Yao
and C. Tan presented empirical evidence that a neural network model is capa-
ble of foreign exchange rates prediction, and they also discussed the network
architecture, model parameters, and performance evaluation methods.

In this paper, we have used the dataset from Financial Forecast Center
(www.forecasts.org) and compared our prediction results with those of [8] [9].
The feature vector has four dimensions (monthly bank prime loan rate, discount
rate, federal funds rate and ten-year treasury constant maturity rate) and the
prediction value is the next month’s bank prime loan rate. We use the data set
from January 1995 to December 2000 for training, and February 2001 to Septem-
ber 2002 for testing. Fig 4 shows the testing performance of the bank prime loan
rate.

Bank Frime Loan Rate Prediction (02/2001 -~ 0%/2002)

s S T e e S R —+— Predicted value |
—+— Feal value

Bank Prime Loan Rate

4 1 1 1 1 L 1 1 1 L
Feb Apr Jun Aug ©Oct Dec Feb  Apr Jun  Aug
Month

Fig. 3. Bank prime loan rate prediction by value system from February 2001 to Septem-
ber 2002

Fig 4 shows the mean square error (MSE) comparison of the proposed value
system with the best results of hybrid evolutionary fuzzy neural network and ge-
netic fuzzy neural learning algorithm (both of them with 300 training iterations)
as presented in [8] and [9], respectively. As we can see from Fig. 3 and Fig. 4,
the proposed value system can effectively learn and predict the signal values.

5 Conclusion

A novel online value system for machine learning is proposed. The proposed
system combines a data processing network and information evaluation network.
A dynamic three-curve fitting scheme is proposed to improve the fitting quality
based on the statistical distribution of the data samples. In addition, a hardware-
oriented system level architecture with hybrid shift-register channel structure is
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Fig. 4. Performance comparison of the proposed value system with those of [8] and [9]

also presented. Simulation results on the financial data prediction illustrate the
effectiveness of the proposed value system. Motivated by the results presented
in this paper, we believe that this approach may benefit research of value based
reinforcement learning schemes.
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