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Abstract - Traditional methods for computing optical flow are 

mainly based on image brightness constancy. In the real world 

the brightness constancy usually does not hold. Here we 

present the idea of using invariant feature based on the 

brightness change model to estimate the optical flow. Both the 

mathematical derivation and the experiments show that the 

new model is better than brightness based optical flow 

constraint. 

1. INTRODUCTION 
Optical flow as defined by Horn [l] is the apparent 

motion of brightness patterns observed when a camera is 
moving relative to the objects being imaged. Gradient-based 
methods are the most widely used methods to compute the 
optical flow. Although almost all gradient-based methods 
such as the method proposed by Horn and Schunck’s [ l ]  
assume the image brightness doesn’t change as the object 
changes its position in space, it is not proper to assume the 
invariance of recorded image brightness along motion 
trajectories on which the gradient equation is based. 

Several authors have discovered the problem and tried 
to model the optical flow using more accurate models. 
Schunck [2] proposed the extended optical flow constraint 
(EOFC) to overcome the limitations of the basic optical flow 
constraint OFC), but he did not provide the theoretical 
background of his EOFC. Bimbo et.al [3] compared the 
EOFC and OFC both in theory and in experiment, and he 
discovered that the EOFC was not a better model of optical 
flow than OFC. Negahdaripor [4] proposed the general 
dynamic model of image motion (GDIM) which can 
accommodate the change of brightness. The model was 
more general, but with the two new parameters it is more 
difficult to estimate the optical flow in the later process. 
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Other researchers focused on the mathematical 
expression of the brightness change. Nagel [5] derived 
analytical expressions for image irradiant variations due to 
perspective projection effects for a moving Lambertian 
surface patch under isotropic illumination. A generalization 
of the basic gradient constraint was also obtained by 
introducing more sophisticated photometry models of image 
formation (Vem and Poggio, 1989) [6]. However, these 
models cannot be easily identified and generally do not lead 
to practical implementation. 

Ghosal et.a1[7] took a practical view of how to improve 

the accuracy of estimating the optical flow. Instead of 
studying the brightness change model mathematically, they 
use the Zernike moment to replace the brightness and hope 
to use the invariant property of moments so that although the 
brightness may change a lot the moment changes a little. 
@&-kyxi&~$~~& 0 theory except for 
experiment results 

In this paper, we present a simple method to improve 
the constancy of optical flow constraint. The model we take 
makes use of the Nagel’s derivation of brightness change. 
Both the mathematical derivation and the experiments show 
the new model is better than brightness based OFC. 

In section 2 we discuss some backgrounds of the optical 
flow constraints; in section 3 the general idea of improving 
the optical flow constraints is presented, and section 4 deals 
with a special realization of the general idea. The 
experiments are discussed in section 5. 

It. BACKGROUND 

Some basic notions should be stated. Given a point P in 

3-D space identified by the vector = (X, Y, Z)t, its 
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perspective projection on the image plane with focal length 

Z=f is = (x, y) t .  The following relationship holds: 

The projection of the 3-D motion on the image plane 
refereed to as 'velocity field' is obtained by taking 
derivatives on (1 ): 

. f 1. -.F.2 p = -(P- P-) (2) z z 
A 

where is the Z-axis unit vector. The 3-D motion of the 
generic point P can be modeled as comprised of 
transnational and rotational velocity components: 

to this foreshortening would be modeled by the continuing 
equation for the dynamics of compressible fluids. Based on 
ideas taken from fluid dynamics and transport theory, he 
derived the following constraint equation (EOFC): 

E,u + lE,v+ Eu, + Ev, + E, = 0 (6)  

Nagel felt that a constraint equation for the estimation 

of optical flow should be based more explicitly upon the 
geometric properties of the 3-D scene and perspective 
projections. In his paper, he derived a new constraint 
equation based on a combination of perspective projection 
and notions from differential geometry. 

expressed as: 
Nagel's 3-D parameters optical flow equation is 

F = W + G X F  (3) 
t 

where \5ir = (Wlf w2f w3) and 

fi = (a, , n, , a3 ) are the instaneous translation and 

rotation respectively. Submitting( l)and(3) in(2), two scalar 
equations are obtained which express relationships between 

the components u,v of velocity field @ : 

Here we refer to U and v as velocity field. The optical 
flow is defined as the solution of the optical flow constraints. 
Studying the accuracy of the optical flow model is to study 
how optical flow constraints can be used to approximate the 
velocity field. For further information of optical flow field 
and velocity field, turn to reference [3]. 

Due to the assumption on constancy of the image 

brightness, dE/dt = 0 ,  Horn and Schunck [ 11 get their 

basic optical equation: 

Schunk [2] felt that the original motion constraint 
equation would hold neither for rotational motion nor for 
images created by nonparallel projection. Schunk argued 
that the compression or expansion of the edge fragments due 

However good the theoretical result is, all the 3-D 
parameters in this equation are unknown, which makes the 
equation useless in practice. 

III. IMPROVING THE ACCURACY OF OPTICAL 

FLOW CONSTRAINT 

The general idea of improving the accuracy of the 
optical flow constraint is to use the feature other than the 
brightness. The new feature should be more stable than 
brightness, and it should also reflect the brightness change 
model such as the 3D model discussed in Nagel's paper [ 5 ] .  
Besides 'the new feature forming the generalized optical flow 
constraint should also have the ability to preserve the normal 
flow defined by the brightness constancy model. 

In mathematical representation, we would like to define 
a local transform for every pixel: 

M ,  = .f (a,) 
where gl, is the neighborhood around the pixel location 

( id .  
(8) defines a feature based on the brightness of the local 
neighborhood, and it should have the following property. 

dM dE 
Property 1: ~ 5- 

M E  (9) 
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Et +o  (10) M ,  Property 2: 

Property 3: Defining M should take consideration of 
brightness change model, such as (7). 

Property 1 tells us the new feature should be more 
invariant than brightness. Property 2 requires the 
preservation of the normal flow. If we only have property I ,  
some trivial feature may be chosen, such as mapping all 
values to constant, which is obviously not a desired solution. 
Property 2 constrains the choice of the transformation, and it 
also tells us if the brightness constancy is hold at that point, 
using feature M to estimate the optical flow should give the 
similar result of using brightness constancy model. Property 
3 is needed to further confine the choice of local 
transformation, the feature should encode the information 
provided by the brightness change model. The idea is quite 
clear, but it is very difficult to form it as mere mathematical 
optimization problem. 

IY OPTICAL FLOW BASED ON INVARIANTFEATURE 
As discussed in section 3, the improvements of optical 

flow constraints rely on some sort of local transformations, 
which provide more robust feature than the brightness. Here 
we present one kind of such kind of features and discuss how 
it conforms to the three properties. 

The feature we are using is defined as : 

s e ,  
where E is the brightness of the image point, ij,s,t are 

the indexes, is the neighborhood around i j .  
Let's discuss how the feature M conforms to three 

properties. 
Lemma 1 : The formula (7) is equivalent to 

x 1  + y 2  +f'  x' + y2 +f'  

The proof is merely algebra calculations using the 
perspective camera model (1) and three-dimensional motion 
model (3), we omit it here. 

dM dE 
Lemma 2: For every pixel - 5 - 

M E  
The proof is based on ( I  2). From equation (1 2) we can 

get the brightness change which is expressed as 

-4E[ x2 + y 2  + f 2  + x2 + y 2  Y + f 2  ) (13) 
X 

with some algebra calculation we can easily prove 

Considering a special case, if the size of object patch is 

much smaller than its distance to the camera, dM will 
approaches 0. This can be easily verified using (1  3) and ( 1  1).  

Lemma 1 can also be used to study the usage of 
moments as invariant feature to improve the OFC such as the 
feature presented in [7]. It can be proven that using the 
moments is neither better than using brightness nor worse 
than it. They are almost identical in the sense of property 1. 

Why in paper [7] they reported the better experiment results? 
It is because in the real world, there is noise in the image, 
and the low order moments especially Zemike moments are 
very robust to noise. 

This leads to the following further improvement of our 
method. After we getting the feature M, we calculate the 
Zemike moment of every pixel based on M. 

Lemma 2. 

A robust optical flow estimation technique is proposed 
here based on the principle of conservation of a set of local 
M functions, characterized by locally computed Zemike 
moments. Zemike moments are orthogonal complex 
moments and are projections of image data onto a set of 
orthogonal polynomials within a unit circle. Here we replace 
the image data with our M function, and the moment of 
order n and repetition m can be defined as: 

A, = J J M ~  Y)V; (x, y b d y  (14) 
x2+y' <1 

where v: (x, y)is the moment generating polynomial 

where 

Therefore, given an invariant moment based feature 
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A(x, y, t )  at an image point (x, y)we get like Horn and 

Schunck 

The following procedure seems to be clear. We will 

implement the Lucas and Kanade’s method using (15) 

instead of (5 ) .  
The method has several advantages: first from 

brightness E to feature M we get better resistance to 

brightness change and from feature M to feature A we get 
better noise resistance. Second, since we can use different 
order and repetition of the moment, it is easy to form a set of 
over-determined equations to estimate the optical flow. 

Considering property 2, we should not use the feature A 
everywhere. The following condition is considered: if the 
current point is an edge point, we use brightness constancy 
model to calculate the optical flow, in other cases we use 
feature A. 

K EXPERIMENT 
The experiment is based on the synthetic images. The 

synthetic image sequence is as follows: The image is 

perspective projects of the 3-D sphere, the equation of 

the sphere is x2 + Y2 + (z - 1ooo)2 = 502, and the 

albedo of the sphere surface is [3] 
r =  

1 0 0 ! ; i n ( 2 ~ ~ o + ~ ~ i n ( 2 ~ ~ o  +%) (16) 

.sirv 2~(Z-950)  ( / ! o + % ) + ~ ~ ~  
the light source is isotropic, the inner parameters of the 

camera set as: 

(f,D,a,,,~~,~,aIj.all,a,,,a,,) 
(17) = (1,1,0,1/1000,- 63/1000,-1/1000,0,63/1000) 

The method to solve the equation is identical to Lucas 
and Kanade’s. The results are compared with the velocity 

MSE 
field. The error is represented as 

where MSE = ~ ~ ~ ~ ~ , ~ ~ ~ ~ ~ - ~ , ~ ~ ~ ~ ~ ~ z + t ~ , ( i J ) - v , ( i , J ) ~ ’ l  , 

(i j)  are the image coordinates, (px,py) is the velocity field, 
(u,v) is the optical flow of the experiment. Since the Lucas 

and Kanade’s method has been proven to be the most 
reliable method of computing the optical flow [SI. We would 
only compare the approach using various moment with it. In 
the following table Aij represents the method using the 
moment with i j  as its order and repetition. 

8 ,  

Table1 : Performance of optical flow algorithm for different type of motion 
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The table above shows how the integrated invariant feature 
method is better than the traditional one. The high order 
invariant feature is much good for rotation and expansion 
and the low order is better for translation, but it requires I I 

more computation. Therefore in the real application, we 
should trade off between the accuracy and computation cost. 

VI. CONCLUSION 
In this paper, we present a general idea of improving the 

accuracy of the optical flow constraint. 
We use the feature M and A based on local 

transformation instead of the brightness. Three properties 
are defined to guarantee the goodness of the model based on 
invariant feature. A special choice of such feature is 
discussed. The feature is proved to be more stable than 
brightness and has close relationship to the Nagel’s image 
brightness change model. The Zemike moment is applied to 
resist the noise effect. The experiment results show that the 
model based on the invariant feature is better than brightness 

based optical flow constraint, and better accommodates the 
change of brightness. 
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