
Fast Communication Mechanisms in Coarse-grained 
Dynamically Reconfigurable Array Architectures

Jürgen Becker*, Manfred Glesner*

*Darmstadt University of Technology
Institute of Microelectronic Systems

Karlstr. 15, D-64283 Darmstadt, Germany
e-mail: {becker, glesner}@mes.tu-darmstadt.de

   Ahmad Alsolaim**, Janusz Starzyk**

**Ohio University
Electrical and Computer Engineering

Athens, OH 45701 USA
e-mail:{alsolaim,starzyk}@bobcat.ent.ohiou.edu

Abstract

The paper focuses on coarse-grained dynamically
reconfigurable array architectures promising perfor-
mance and flexibility for different challenging appli-
cation areas, e. g. future broadband mobile
communication systems. Here, new and flexible mi-
croelectronic architectures are required solving vari-
ous problems that stem from access mechanisms,
energy conservation, error rate, transmission speed
characteristics of the wireless links and mobility as-
pects. This paper sketches first the major motivation
for developing flexible microelectronic System-on-
Chip (SoC) solutions for the digital baseband process-
ing in future mobile radio devices. The paper intro-
duces a new parallel and dynamically reconfigurable
hardware architecture tailored to this application ar-
ea. The focus of this contribution is the efficient com-
munication and dynamic reconfiguration realization
for such reconfigurable array architectures, which is
crucial for their overall performance and flexibility.

1.  Introduction and Motivation 
The various future demands for flexible mobile

communication systems presents a set of challenging
problems to system designers in the wireless industry.
The requirement of future generations mobile termi-
nals can be summed in dynamic flexibility, higher per-
formance and less power consumption compared to
current terminals. The combination of advances in in-
tegrated circuit technology and novel system-level so-
lutions can contribute efficiently to the widespread
commercialization of mobile high-speed communica-
tion systems. In the last years, the fast technological
development in very large scale integration (VLSI)
possibilities has brought the notion to single system-

on-a-chip (SoC) solutions. Thus, the implementation
of various functions required by different abstraction
layers of a wireless mobile network should result in a
highly integrated single-chip in the future, according
to the dramatic improvement in the size and speed of
electronic devices in recent years. Trends in micro-
electronic systems design point to higher integration
levels, smaller form factor, lower power consumption
and cost-effective implementations. The achievement
of this goal has to be efficiently supported by the con-
current development of new design methods including
in addition such aspects as flexibility, mixed-signal
system-level exploration, re-usability and top-down
SoC design. The design of mobile baseband systems
involves several heterogeneous  areas, covering vari-
ous aspects in communication system application, in
efficient CAD tool support, as well as in microelec-
tronic architectures and technology questions. A good
understanding of all relevant points related to those in-
ter-disciplinary areas is essential to the success of the
final product. 

Future mobile communication systems, e.g. third
generation (3G) systems, will not only offer the same
old services (voice transmission and low data rates)
with improved quality, but in addition these devices
will have to offer many new exciting services, which
will range from internet browsing to real-time multi-
media communication applications. Moreover, next
generation mobile terminals should also support new
services that will soon emerge when the system is de-
ployed. The upcoming future standards should also al-
low the introduction of such new services as easy as
possible. Thus, the design of a corresponding mobile
system has to reflect all these forecasted services and
flexibility. At the same time the mobile devices should
realize all services within the physical and operational
requirements of the given mobile system infrastruc-



ture. In addition, the mobile terminal has to provide an
acceptable power consumption in order to be feasible
for multimedia terminal operation. Finally, the time-
to-market and low price requirements have to be ful-
filled in order to be competitive. This results in the fol-
lowing two major requirements:

- a new efficient system model in 3G systems, e.g. 
       CDMA-based transmission schemes being highly 
       flexible and adaptable to new services [3], and 

- new innovative flexible microelectronic design 
       solutions. 

Currently, most of the microelectronic system solu-
tions in mobile communication are a combination of
ASICs, microcontrollers, and Digital Signal Proces-
sors (DSP) devices. Universal reconfigurable hard-
ware architectures have been proven in different
application areas [1] [2] [5] to produce at least one or-
der of magnitude in power reduction and increase in
performance, e. g. for implementing filters, correla-
tors, multipliers etc. The new coarse-grained reconfig-
urable architecture introduced here promises for the
selected application area more flexibility than ASICs
and better performance values than DSPs or even to-
day´s fine-grained commercial reconfigurable devices
[10]. Thus, the major general goal is to evaluate flexi-
bility versus power/performance trade-offs by releas-
ing the DSP for other tasks, or by migrating
functionality from ASICs to our coarse-grained recon-
figurable hardware supporting the implementation of
highly efficient SoCs for hand-held devices in mobile
communication systems. 

The paper is structured as follows: in section 2 the
future challenges and considerable aspects for hard-
ware/software SoC implementations for the digital
baseband processing are sketched. Section 3 provides
a  brief description of the proposed dynamically recon-
figurable hardware part of such flexible SoCs. Section
4 focuses on efficient communication and dynamic re-
configuration mechanisms for this type of coarse-
grained parallel array architectures, incl. the interfac-
ing of different hardware/software SoC components.

2.  Flexible Hw/Sw System-on-a-Chip 
Solutions for Mobile Communication 

Next generation mobile communication systems
(3G), i.e. based on the UMTS standard, are defined to
provide a transmission scheme which is highly flexi-
ble and adaptable to new data-intensive services [12],
adding a new dimension to the transceiver design and
architectures for digital baseband processing. Con-

cepts such as Software Radios are discussed in detail
[4] [6]. Since within such concepts the necessary over-
all system performance is missing [8] [9], alternative
solutions have to be developed. For computation-in-
tensive arithmetic-dominated functions with flexibili-
ty [11] requirements found in mobile communication
applications, reconfigurable hardware offers an alter-
native solution to the software programmable DSPs.
This relatively new hardware architecture and tech-
nology concept can provide increased system perfor-
mance at lower cost and risk of system
implementation, combining the flexibility of a gener-
al-purpose DSP with the speed, density, and low cost
of ASIC solutions. In addition, there are many opera-
tional challenges, such as battery life, easy and flexi-
ble terminals to exploit dynamically different and new
services, e g. also by downloading upgrades and new
services or protocols from the internet and configure
the hand-held devices according to these downloaded
codes. Flexibility can be defined as the ability of the
mobile terminal to support many modes of operation,
e g. voice, audio, video, navigation, data transmission
etc.. This means for example also, that the mobile de-
vice has to have the ability to operate within different
standards, such as GSM, UMTS and IS-95. Adaptabil-
ity is the ability of the mobile terminal to easily and
quickly accommodate a new service. 

Target SoC architectures may be composed of dif-
ferent cores such as DSPs, microcontrollers and mem-
ories, as well as of reconfigurable hardware and/or
various ASIC support parts. An overview of a possible
SoC architecture related to a Baseband Single Chip
Mobile Transceiver is shown in figure 1. In such het-
erogenous hardware/software architectures integrat-
ing different technologies the efficient interfacing of
different SoC components is crucial for the overall
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Figure 1 SoC-Architecture Components of a
Baseband Single Chip Mobile Transceiver



SoC performance and testability (see section 4). As
stated above, the choice of the final target architecture
will result from a detailed application and perfor-
mance analysis while considering VLSI oriented im-
plementation issues. The required flexibility will be
supported by the inclusion of a new coarse-grained dy-
namically reconfigurable architecture realizing layer 0
(L0) and layer 1 (L1) hardware operations, e.g. chan-
nelization, detection, decoding etc. Thus, this promis-
ing technology supports important aspects like
reduced time-to-market and risk minimization, be-
cause ASIC development risks and fabrication times
are reduced enormously, or even avoided completely
in some cases.

3.  A New Coarse-grained Dynamically 
Reconfigurable Array Architecture

The variety of services in next generation´s mobile
communication systems will have large spectrum of
requirements, e. g. different data rates, different qual-
ity of services (QoS), and real-time services etc. For
preparing future mobile terminals and its microelec-
tronic components to cope with all these challenges,
we developed a new coarse-grained and dynamically
reconfigurable architecture. The integration of this ap-
plication-tailored but flexible hardware architecture
within flexible SoCs solutions for the digital baseband
processing will support the efficient realization of the
above mentioned features.

The proposed Dynamically Reconfigurable Archi-
tecture for Mobile Systems (DReAM) consists of an ar-
ray of parallel operating coarse-grained
Reconfigurable Processing Units (RPUs). Each RPU
is designed for executing all required arithmetic data
manipulations for the data-flow oriented mobile appli-
cation parts, as well as to support necessary control-
flow oriented operations. The complete DReAM array
architecture connects all RPUs with reconfigurable lo-
cal and global communication structures (see figure
2). In addition, the architecture will provide efficient
and fast dynamic reconfiguration possibilities for the
RPUs as well as for the interconnection structures, e.g.
only partly and during run-time while other parts of
the reconfigurable architecture are active. The corre-
sponding hardware components and communication
protocol implementations are described in section 4.
In the following, the design, structure and perfor-
mance issues of the major hardware components in the
DReAM architecture are explained briefly. For more
information on DReAM and details about all opera-
tion´s performance values see [7].

The decisions during the design of the architecture
were mainly based on the careful reviewing of the tai-
lored application area requirements, e. g. on the study
of different algorithms needed in future mobile trans-
ceivers incl. their operations and implementation pre-
cision. Examples for such complex algorithms,
requiring also flexibility in execution, are RAKE-re-
ceiving parts, interpolation filtering, searcher and syn-
chronization algorithms, coding and modulation
techniques etc. Based on the set of used arithmetic and
control-flow operations the performance/power opti-
mized structure development of the RPUs, and of so-
called Communication Switching Units (CSUs) was
done. As shown in figure 2, the DReAM architecture
consists of a scalable array of RPUs that have 16-bit
fast direct local connections between neighbouring
RPUs, whereas each sub-array of four RPUs shares
one common Configuration Memory Unit (CMU).
The CMU holds configuration data for performing fast
dynamic reconfiguration for each of these four RPUs
and is controlled by one responsible CSU. Each CSU
controls two CMUs and four global interconnect
Switching Boxes (SWB). All CSUs communicate to

Figure 2: Hardware Structure of the Dynami-
cally Reconfigurable DReAM Architecture
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one Global Communication Unit (GCU), which coor-
dinate centralized all dynamic reconfiguration steps,
e. g. of the RPUs as well as of the global interconnec-
tion structure. Moreover, the GCU controls the exter-
nal communication with other hardware components
of the flexible SoC. Therefore, Dedicated I/O Units
(DIOs) for fast and parallel transfers of the input/out-
put data of DReAM are placed around the array archi-
tecture. The detailed hardware structure of the
corresponding hardware modules and the related glo-
bal as well as local inter-RPU communication mecha-
nisms are described in section 4. 

The dynamically Reconfigurable Processing Units
(RPUs) are the major hardware components of the
DReAM architecture for executing the arithmetic-
dominated data manipulations. Thus, these applica-
tion-tailored RPUs perform efficiently the required
coarse-grained (8-/16-bit) integer operations needed
for the examined application parts. In contrast, the
CLBs (Configurable Logic Blocks) of today´s com-
mercially available fine-grained and universal FPGA-
chips are operating on the 1-bit level [10]. As shown
in Figure 3 each RPU consists of:

 - two dynamically reconfigurable 8-bit data paths, 
        called Reconfigurable Arithmetic Processing 
        Units (RAPs), 

- one Spreading Data Path (SDP),

- one RPU-controller, 

- two dual port RAMs, and

- one Communication Protocol Controller

Each RAP can perform all necessary arithmetic op-
erations (8-/16-bit) identified in the above mentioned
examined application parts of mobile communication

systems. The performance values of these operations
for n operation repetitions on a stream of data are pro-
vided in Table 1, and are based on a 0.35 µm CMOS
standard cell synthesis for the RPU by using an Mi-
etec/Alcatel process. For the repeated operation exe-
cution only one configuration set is necessary. The
available set of two-input operations support either
operations with one constant operand (fixed Y), as
well as operations with two variables as inputs (vari-
able Y).  The RAP unit is built around a fast integer
multiplier operator, providing a high speed constant/
variable multiplication (i.e. one of the operands is con-
stant for some time interval) and small compact design
by using modified Look-Up Table (LUT) multiplica-
tion procedure applying distributed arithmetic. Ac-
cording to [11] most of the multiplication within the
mobile system are fixed operand operation. One
Spreading Data Path (SDP) for fast and efficient exe-
cution of CDMA-based spreading tasks is designed
and implemented in each RPU. This SDP unit can be
used together with the adding operations of 2 RAPs
for implementing efficiently fast complex PN-code
correlation operations. Such spreading operations are
required often in QPSK-modulation (Quadrature
Phase Shift Keying). The detailed hardware descrip-
tion and implementation issues of all RPU operations
implementations and a complex application example,
e. g. a CDMA-based RAKE-receiver, used in mobile
devices mapped onto DReAM can be found in [7].

The RPU-controller is responsible for guiding all
data manipulations and transfers inside the RPU, as
well as to determine from which local neighbour RPU
or global interconnect line input data is consumed.
Moreover, the RPU-controller performs together with
the CMU and its controller the fast dynamic reconfig-
uration of the RPU, as explained in the following.  

Figure 3 Hardware Structure of the
Reconfigurable Processing Unit (RPU)
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Speed
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freq. 

[MHz]
cycles

freq. 
[MHz]

Multipl. (variable Y) n+10 60 10n+1 11.8

Multipl. (fixed Y) n+2 100 n+10 60

MAC (variable Y) 3n 40 11n 10.9

MAC (fixed Y) n+2 100 n+11 57.1

Addition n 120 n 120

Subtraction n 120 n 120

Table 1: DReAM Operation Performance Values



4.  Efficient Dynamic Reconfiguration 
and Communication Mechanisms 

The performance of applications mapped onto the
DReAM array architecture depends strongly on the ef-
ficiency and speed of the local and global inter-RPU
communication mechanisms. Since the coarse-grained
RPUs implement control and datapath parts, e. g. loop
structures, an advanced asynchronous synchronization
and communication mechanism is required. Here, an
efficient data communication protocol has be speci-
fied and implemented, in contrast to today´s fine-
grained FPGA-architectures, where simple point-to-
point bitlevel connections can be switched between
configurable logic blocks (CLBs) [10]. In the DReAM
array architecture, each RPU is locally connected to
it's four neighbours (North, East, South, and West)
through 16-bit fast direct connection lines. In addition,
it can be connected to the global lines through a
SRAM-based switching box (SWB), as shown in fig-
ure 2. The data-driven communication mechanism in-
side the DReAM array architecture is realized by an
asynchronous communication protocol, performed on
the 16-bit local and global interconnect lines. The pro-
tocol is an efficient hand-shaking protocol realizing a
unidirectional point-to-point connection between two
RPUs. The intra-array communication protocols can
be distinguished into two types:

- local communication between neighbouring 
        RPUs (see figure 4 (b)), and

- global communication between any two 
        distanced RPUs (see figure 4 (a)).

For local communication a half-interleaved hand-
shake is implemented (1-cycle delay for one 16-bit

data word, see figure 5 b), and for global inter-RPU
communication a fully-interleaved handshake is used
(minimum 2-cycle delays, see figure 5 a). This has to
be done due to the difference in length between the lo-
cal and the global interconnect wires, resulting in dif-
ferent communication signal delays. Each RPU has a
Transmitting Unit (TX-RPU) and Receiving Unit
(RX-RPU). In both communication cases (local / glo-
bal) operate the TX- and RX- RPUs with the rising
edge and the Transmitting Unit (TX) with the falling
edge. The Receiving Unit (RX) is needed only during-
global communication for handshake synchronization.

As a part of the global communication realization
efficient switching boxes (SWBs) have to imple-
mented. The global interconnect lines are imple-
mented by two 16-bit lines, running to neighbouring
SWBs in the way, that each RPU has access to global
interconnection (see figure 2). Each global line com-
ing from one direction can be routed to any of the other
three directions. Each SWB consists of 20 switching-
points being implemented by SRAM-controlled pass
transistors (see figure 6 (a)). The lines are named
based on their location and direction with respect to
the SWB, e. g. a line going to the upper west direction
is called west1. The upper horizontal lines can be con-
nected with the left vertical lines, and the lower hori-
zontal lines can be connected to the right vertical lines.

Figure 4 Transmitter/Receiver Synchronization Modules
for global / local inter-RPU Communication in DReAM
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Based thereupon, all combinations of these one-line
connections are possible, if there is no resource con-
flict by two one-line connections driving the same
line. Some examples of multiple-line connections are
given in figure 6 (b). The global interconnect structure
realized by the above described SWBs implemented in
DReAM can be partly and dynamically reconfigured
during run-time by the Communication Switching
Units (CSUs, see  figure 7). Each CSU contains 4 con-
figuration RAMs keeping the SWB configuration data
of frequently needed mappings within different mo-
bile communication situations. This results in fast and
parallel dynamic reconfigurations (3 clock cycles) of
all corresponding SWBs. The necessary timing of the
corresponding data- and control-signals is shown in
figure 7. Not frequently used SWB configurations are
loaed from the on-chip SoC memory via the Dedicated
I/O Units(DIOs) and through the GCU into the RAMs
of the CSUs, which will be described below. The hard-
ware structure of the CMUs for simultanous dynamic
reconfiguration of 4 RPUs is similar to the CSU, with
appropriate RAM sizes for the configuration data of
the RPUs (54 bit for one RPU configuration). 

The realization of a high performance SoC data in-
terface for connecting the DReAM architecture
through its DIOs to other hardware components on the
same system-on-a-chip (SoC, see figure 8) is realized
by an efficient combination of AMBA AHB-based
bus systems (Advanced Microcontroller Bus Archi-

tecture - Advanced High Performamnce Bus [13]) and
corresponding buffered bridges. Each DIO can be con-
nected either to one RPU at the border of the DReAM
architecture, and/or to RPUs inside the array through
the global interconnect lines. Every DIO is able to per-
form the internal local and global DReAM communi-
cation protocols (see figure 4 and figure 5), as well as
the interfacing functionality to the other components
of the flexible SoC, e.g. the DSP, the microcontroller,
and the on-chip memories. The communication to
these other on-chip components is performed by an in-
ternal protocol controlling the READ- and WRITE-
bus of the buffered AHB-bridge, followed by the
widely supported AHB-bus protocol to the other SoC

Figure 6 (a) Hardware Structure of reconfigurable
Switching Box (SWB) and (b) Examples of its
Interconnection Routing Possibilities
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cores (see also [13]).  The AHB-bridge contains three
state-machines for controlling the READ- WRITE-
and AHB SLAVE-Interfaces. For data buffering and
pipelined data transfers each of the 16 DIO has a cor-
responding FIFO-buffer for reading and writing 16-bit
data words. The depth of these FIFOs depends on the
maximal possible burst-transfer of the AMBA AHB-
systembus. The AHB SLAVE-interface is controlled
by the microcontroller, e. g. an on-chip ARM-core.

5.  Conclusions 
The paper presented first overview of the challeng-

es in realizing flexible microelectronic system solu-

tions for future mobile communication applications, e.
g. for the digital baseband processing. The paper intro-
duced the hardware structure of a new coarse-grained
dynamically reconfigurable architecture (DReAM),
including its potential for SoC-solutions in adaptive
air interface candidate systems for future generations
of wireless communication systems. DReAM is tai-
lored to future mobile signal processing, providing an
acceptable trade-off between flexibility and applica-
tion performance requirements. The focus of the paper
was the detailed description of suitable dynamic re-
configuration and communication mechanisms and
the hardware structures of their implementation mod-
ules. Such architecture features are crucial for the
overall performance and run-time flexibility of
coarse-grained dynamically reconfigurable arrays. 
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