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A Self-Organizing Learning Array System for Power
Quality Classification Based on Wavelet Transform
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Abstract—This paper proposed a novel approach for the Power
Quality (PQ) disturbances classification based on the wavelet
transform and self organizing learning array (SOLAR) system.
Wavelet transform is utilized to extract feature vectors for various
PQ disturbances based on the multiresolution analysis (MRA).
These feature vectors then are applied to a SOLAR system for
training and testing. SOLAR has three advantageous over a typical
neural network: data driven learning, local interconnections and
entropy based self-organization. Several typical PQ disturbances
are taken into consideration in this paper. Comparison research
between the proposed method, the support vector machine (SVM)
method and existing literature reports show that the proposed
method can provide accurate classification results. By the hypoth-
esis test of the averages, it is shown that there is no statistically
significant difference in performance of the proposed method for
PQ classification when different wavelets are chosen. This means
one can choose the wavelet with short wavelet filter length to
achieve good classification results as well as small computational
cost. Gaussian white noise is considered and the Monte Carlo
method is used to simulate the performance of the proposed
method in different noise conditions.

Index Terms—Noise, power quality (PQ), self-organizing
learning array (SOLAR), support vector machine (SVM), wavelet
transform.

I. INTRODUCTION

POWER QUALITY (PQ) is becoming prevalent and of crit-
ical importance for power industry recently. The fast ex-

pansion in use of power electronics devices led to a wide dif-
fusion of nonlinear, time-variant loads in the power distribution
network, which cause massive serious power quality problems.
At the same time, the wide use of accurate electronic devices re-
quire extremely high quality power supplies. According to the
data provided by Electrical Power Research Institute (EPRI), the
US economy is losing between $104 billion and $164 billion a
year to outages, and another $15 billion to $24 billion to PQ
phenomena [1]. Therefore, the research of power quality issues
has captured exponentially increasing attention in the power en-
gineering community in the past decade.

This paper is focused on the PQ disturbances classification
problem. Artificial intelligence (AI) and machine learning is one
of the most powerful tools to deal with this issue. Ibrahim et
al. provided an excellent survey of the advanced AI techniques
for PQ application [2]. The most interesting AI tools for PQ
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Fig. 1. Two-stage wavelet analysis filter bank.

problems include Expert Systems (ES) [3], Fuzzy Logic (FL)
[4]–[7], Artificial Neural Networks (ANNs) [5], [8]–[10] and
Genetic Algorithms (GA’) [11].

Recent advances in wavelet transforms provide another pow-
erful tool for PQ classification. Unlike the Short-Time Fourier
Transform (STFT) with a fixed window function, the wavelet
transform involves a varied time-frequency window, which
yields nice performance in PQ classification. A two-stage
system that employs the wavelet transform and the adaptive
neuro-fuzzy networks for power quality identification is pro-
posed in [5]. Gaouda et al. proposed an effective wavelet
multiresolution signal decomposition method for analyzing the
power quality transient events based on the standard deviation
[12] and root mean square value [13]. Several typical power
quality disturbances are correctly localized and classified in
these papers. Wavelet based online disturbance detection for
power quality applications are discussed in papers [14] and
[15]. It is shown that these methods have the advantages of
speed and precision discrimination in the type of transient
event over conventional approaches. Huang et al. proposed an
arithmetic coding approach based on wavelet packet transform
to compress the power quality disturbance data in paper [16].
Since noise is omnipresent in a real electrical power distribution
network, Yang and Liao presented a de-noising scheme for
enhancing wavelet-based power quality monitoring system
[17]. In this scheme, Gaussian white noise is considered and
a threshold to eliminate the noise influence is determined
adaptively according to the background noise.

Although lots of research achievements have been reported,
the objective of classifying different kinds of power quality
disturbances is still both difficult and challenging. Motivated by
the recent research in the area of intelligent system and wavelet
analysis, this paper aims to propose an effective classification
method for power quality disturbances based on the wavelet
transform and the self organizing learning array (SOLAR)
system. Although wavelet transforms show nice performance
in PQ analysis, direct use of it involves the problem of too large
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Fig. 2. MRA analysis and feature construction.

data set size [4]. In the proposed method, after using multires-
olution analysis on the original sampled power waveform, the
energy of the detail and approximation information at each
decomposition level is calculated to construct the feature vector
for future training and testing. In this way, the feature size of
each sampled waveform is dramatically reduced and is only
decided by the number of decomposition levels. SOLAR is a
sparsely connected, multi layer and information theory based
learning system. Based on the entropy estimation, neuron pa-
rameters and connections that correspond to minimum entropy
are adaptively set for each neuron. By choosing connections
for each neuron, the system sets up its wiring and completes its
self-organization. It is shown in this paper that the combination
of the wavelet transform and the SOLAR system can achieve a
good PQ classification performance.

The rest of this paper is organized as follows. In Section II,
a wavelet based feature extraction scheme is proposed. For
an level wavelet multiresolution analysis (MRA), an
dimensional feature vector is constructed. This not only dramat-
ically reduces the feature size, but also keeps the necessary PQ
characteristics for future classification. Section III discusses
the self organizing learning array system for classification.
Section IV presents simulation results based on the method
proposed in this paper. Comparison research between the
proposed method, the support vector machine (SVM), and the
latest literature reports are discussed in detail in this section.
Further research about the relationships of the classification
performance with the wavelet decomposition levels is presented
in this part. By using the hypothesis test of the average values,
we showed that there is no statistically significant difference
in performance of the proposed method for PQ classification
when different wavelets are chosen. This means we can choose
the wavelet with short wavelet filter length to achieve nice
classification results as well as small computational cost. In
Section V, noise is taken into consideration and the Monte
Carlo method is used to show the effectiveness of the proposed
method in a noisy environments. Finally, a conclusion is given
in Section VI.

II. WAVELET BASED FEATURE EXTRACTION

The mathematics of the wavelet transform were extensively
studied and can be referred in papers [18] and [19]. The mul-
tiresolution analysis was introduced by Mallat and a detailed
study about MRA can be found in [20].

Basically, a wavelet is a function with a zero
average

(1)

The continuous wavelet transform (CWT) of a signal is
then defined as

(2)

where is called the mother wavelet, the asterisk denotes
complex conjugate, and are scaling (dilation) and
translation parameters, respectively. The scale parameter will
decide the oscillatory frequency and the length of the wavelet,
the translation parameter will decide its shifting position.

In a practical application, we will use the discrete wavelet
transform (DWT) instead of the CWT. This is implemented by
using discrete values of the scaling parameter and translation
parameter . To do so, set and , then we get

(3)

where , and indicating frequency localization and
indicating time localization. Generally, we can choose

and . This choice will provide a dyadic-orthonormal
wavelet transform and provide the basis for multiresolution
analysis.

In MRA, any time series can be completely decomposed
in terms of the approximations, provided by scaling functions

and the details, provided by the wavelets , where
and are defined as the following:

(4)
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The scaling function is associated with the low-pass filters
with filter coefficients , and the wavelet function
is associated with the high-pass filters with filter coefficients

. The so-called Two Scale Equations (TSE) give
rise to these filters.

(5)

There are some important properties of these filters

•

and (6)

•

and (7)

• Filter is an alternating flip of the filter , which
means there is an odd integer such that

(8)

Daubechie’s [18] gives a detailed discussion about the
characteristics of these filters and how to construct them. The
decomposition procedure starts with passing a signal through
these filters. The approximations are the low-frequency compo-
nents of the time series and the details are the high-frequency
components.

Multiresolution analysis leads to a hierarchical and fast
scheme. This can be implemented by a set of successive filter
banks as shown in Fig. 1, where and are the low-pass
and high-pass filters as defined in (5)–(8). means the down
sampling with a factor of 2, is the coefficient index at each
decomposition level.

Considering the filter bank implementation in Fig. 1, the rela-
tionship of the approximation coefficients and detail coefficients
between two adjacent levels are given as

(9)

(10)

where and represent the approximation coefficients
and detail coefficients of the signal at level , respectively.

In this way, the decomposition coefficients of MRA analysis
can be expressed as

(11)

which correspond to the decomposition of signal as

(12)

Fig. 3. Wavelet based feature extraction.

where is called the approximation at level , and is
called the detail at level . Since both the high pass filter and
the low pass filter are half band, the MRA decomposition in fre-
quency domain for a signal sampled with the sample frequency

can be demonstrated in Fig. 2.
In order to reduce the feature dimension, we will not directly

use the detail and approximate information for
future training and testing. Instead, we propose to use the energy
at each decomposition level as a new input variable for SOLAR
classification. The energy at each decomposition level is calcu-
lated using the following equations:

(13)

(14)

where is the wavelet decomposition level from level
1 to level . is the number of the coefficients of detail or
approximate at each decomposition level. is the energy of
the detail at decomposition level and is the energy of the
approximate at decomposition level .

In this way, for a level wavelet decomposition, we construct
a dimensional feature vector for future analysis. Fig. 3
shows data flow in the proposed wavelet feature extraction.

III. SOLAR FOR CLASSIFICATION

A self-organizing learning array (SOLAR) system was pro-
posed in [21], [22]. As a parallel learning structure, SOLAR has
several advantages over a typical neural network:

1) Data driven learning. Each neuron performs its specific
arithmetic or logic function concurrently.
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2) Local interconnections. Every neuron of the system is
prewired to its local neighbors and the final wiring con-
figuration is decided during the learning stage. Neurons
exchange information during learning and in operation,
extracting features from the processed signals.

3) Entropy based self-organization. Each neuron selects a
specific arithmetic (linear or nonlinear) or logic function
and applies it to its input data to reach the maximal infor-
mation index in its learning space based on data entropy.

The SOLAR implemented in this paper employs a feed for-
ward (FF) structure with all neurons arranged in multiple layers.
SOLAR neurons are event-driven processors responding to
their selected data and control inputs. With control input high,
a neuron only reacts to data from a selected part of the entire
input space, which forms a local input space for the neuron. In
this way, a control input plays the role of an inhibitory connec-
tion in biological neuron, preventing a controlled neuron from
firing. Each neuron performs a simple operation like adding,
subtracting, shifting, or a simple approximation of logarithm
and exponent functions. In SOLAR, neurons self-organize
by adapting to information included in their input data. The
information index (INI) is maximized in each neuron based
on probabilities of data from various classes and subspaces in
neuron’s input space. The INI is locally defined as (15), shown
at the bottom of the page where is the probability
of a class satisfying threshold, is the proba-
bility of a class not satisfying threshold. is the
probability of an input satisfying threshold, , and

is the class probability. Here is the number of
input data that belong to class and satisfy threshold while
are those that do not satisfy threshold. is the total number of
input data, is the number of input data that satisfy threshold,
and is the number of input data that belong to class . The
information index defined in (15) is normalized to a (0, 1)
interval. The physical meaning of the information index is
that of a normalized measure of completeness for the problem
solution. It is an opposite of entropy that measures disorder, and
it is directed toward a specific problem solution. When INI ,
there was no reduction in data entropy, while INI indicates
that data entropy in neurons’ input space was reduced to 0. In
this way, the value of information index measures the quality
of a neuron’s subspace separation. The INI is also related to
the definition of information deficiency (IND) introduced in
(16), which quantifies the amount of information left in the
subspaces

(16)

Information deficiency helps to self-organize the learning
process. A subspace with zero information deficiency does not

require any learning, that is to say, data is already well classified
in the subspace.

Different combinations of data inputs and transformation
operations result in different information index values. Each
neuron learns data distribution in its input space and adjusts its
connections and function to maximize the local space informa-
tion index. The optimized configuration information is stored
inside each neuron in order to provide the best separation of
various classes in the neuron’s input training data. At the first
layer of neurons, it is assumed that the input information defi-
ciency is one. As subsequent neurons extract information from
the input data, there is less and less independent information left
in the data. The learning array grows by adding more neurons
until the information deficiency in the subsequent neurons falls
below a set threshold value.

As a result of training, neurons internally save the correct
recognition probabilities of all the classes. If an input data point
falls in a voting neuron’s input subspace, it is going to vote
for this data using its estimated probabilities for that class. The
voting scheme combines all the information and classifiers the
input signal using a weight function designed after the Max-
imum Ratio Combination (MRC) technique as presented in [23]

(17)

where is each vote’s correct classification for
class [it is or as defined in (15)], is the number of
voting neurons, and is a small number preventing division by
zero. This weight function provides a statistically robust fusion
of individual neurons vote. The classifier chooses a class with
the maximum weight . A detailed discussion about the struc-
ture and operation of the SOLAR system can be found in paper
[21] and [22].

IV. SIMULATION AND ANALYSIS

A. Data Generation

The simulation data was generated in MATLAB based on
the model in paper [24]. Seven classes (C1–C7) of different PQ
disturbances, named undisturbed sinusoid (normal), swell, sag,
harmonics, outage, sag with harmonic and swell with harmonic,
were considered. Table I gives the signal generation models and
their control parameters. Two hundred cases of each class with
different parameters were generated for training and another 200
cases were generated for testing. Both the training and testing
signals are sampled at 256 points/cycle (the same as in [24] for
results comparison) and the normal frequency is 50 Hz. Ten
power frequency cycles which contain the disturbance are used
for a total of 2560 points.

INI

(15)
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TABLE I
POWER QUALITY DISTURBANCE MODEL

Fig. 4. Two-dimensional projections of the feature vector. (a) Dimension 8 and dimension 10. (b) Dimension 8 and dimension 6.

B. Simulation Results

Daubechie’s 4 (Db4) wavelets with ten levels of decomposi-
tion were used for analysis . Based on the feature ex-
traction shown in Fig. 3, 11-dimensional feature sets for training
and testing data were constructed. The dimensions here describe
different features resulting from the wavelet transform, that is
to say, the total size of the training data or testing data set is
1400 11, where 1400 comes from 200 cases per class multi-
plied by 7 classes and 11 is the dimension of the feature size of
each case. All data sets were scaled to the range of (1–255) be-
fore being applied to SOLAR for training and testing. Figs. 4(a)
and 4(b) shows two two-dimensional projections of the training
set. As we can see from Fig. 4, in some dimensions, such as di-
mension 8 (x axes) and dimension 10 (y axes) shown in Fig. 4(a),
the data sets are mixed up, while in some other dimensions,
such as dimension 8 (x axes) and dimension 6 (y axes) shown

in Fig. 4(b), the data are better separated. Since SOLAR will
dynamically choose its functionality and connection structure
based in its learning stage, it will easily handle this kind of data
classification problem.

In order to evaluate the performance of the proposed method,
we compared the classification result with the recent results
reported in literature [24] and the classification using the Sup-
port Vector Machine (SVM) method. Simulation of the SVM
for classification is based on the modification of the Ohio State
University (OSU) SVM Classifier Matlab Toolbox [25]. Two
types of SVM were implemented in our simulation: C-Support
Vector Classification and -Support Vector Classification.
For each type of SVM, the following four kernel functions

are taken into account, where and
are the feature vectors in the input space ( and denotes the

index of the features) and is the mapping function
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Linear:

(18)

Polynomial:

(19)

Radial Basis Function (RBF):

(20)

Sigmoid:

(21)

where and are kernel parameters. The detailed discussion
about these types of SVMs and the kernel functions can be re-
ferred in [26]–[28].

Tables II–IV gives the simulation result for this seven-class
PQ disturbance problem based on the proposed method
(SOLAR based on wavelet feature extraction), the method
reported in paper [24] (inductive inference approach), and
SVM classification, respectively. As the results in Tables II–IV,
a 7 7 confusion matrix is constructed to show the classi-
fication performance for each method. The diagonal elements
represent the correctly classified PQ types. The off-diagonal el-
ements represent the misclassification. As we can see here, the
method proposed in this paper can effectively classify different
kinds of PQ disturbances. One thing that should be noted here
is that, it is recognized that an optimum selection of the SVM
type, kernel function and parameter setting may have better
results than those listed in Table IV. However, it is not easy to
choose the optimum SVM kernel functions and parameters in
advance. The proposed method in this paper can automatically
provide statistically stable results. Further discussion about the
selection of SVM kernel functions and parameters can be found
in papers [26]–[28].

In order to get the detailed performance evaluation, two more
questions should be investigated:

1) What is the relationship between the classification perfor-
mance and the choice of the decomposition levels?

2) How to choose a suitable wavelet for analysis in the pro-
posed method?

The following parts (C) and (D) will discuss these two issues.

C. Discussion About the Classification Performance and
Wavelet Decomposition Levels

As discussed in Section II, level wavelet decomposition will
decrease the dimensional feature vector for future anal-
ysis. Obviously, more levels of decomposition will increase the
computational cost. So, how should a reasonable number of de-
composition levels be chosen?

In this simulation, we choose Db4 wavelet and scan the de-
composition levels from 1 to 10. For each type of PQ class (C1
to C7 as in Table I), 200 cases were generated with different pa-
rameters for training and another 200 cases were generated for
testing. Sample frequency was 256 points/cycle. Fig. 5 gives the
simulation results.

TABLE II
CLASSIFICATION RESULT FOR THE PROPOSED METHOD IN THIS PAPER

(SOLAR BASED ON WAVELET FEATURE EXTRACTION)

TABLE III
CLASSIFICATION RESULTS AS REPORTED IN PAPER [24]:

INDUCTIVE INFERENCE APROACH

As we can see from Fig. 5, when the wavelet decomposition
levels are relatively small, such as , the overall classifi-
cation accuracy is about 60%. When the decomposition level is
greater than 6, we can achieve about 90% classification accu-
racy. Further investigation shows that when , the increase
of the classification probability is small. Fig. 5 provides a refer-
ence for trade off between the decomposition levels and classi-
fication performance.

D. Choice of Suitable Wavelet

Another import issue related to the proposed method is the
choice of a suitable wavelet. Obviously, the longer the wavelet
filter length, the higher the computational cost. In this part, we
investigate the influence of different kinds of wavelets to the
classification accuracy of the proposed method.

Conjecture 1: No single wavelet transform has a statistically
significant advantage over other wavelets in performance of the
proposed method for PQ classification.

To verify conjecture 1, four commonly used wavelets, named
Haar wavelet, Daubechie’s wavelet, Symlets and Coiflets
wavelet are taken into account. Table V shows their corre-
sponding characteristics. Here the orthogonal means that the
inner products of wavelet basis functions are zero. The compact
support and support width is used to measure the domain of
wavelet function with nonzero values on it. Compact support
means these nonzero values are only for a finite duration and
support width means how long this nonzero duration is. These
parameters will influence the frequency characteristics of the
wavelet transform. A wavelet with small support width is
fast to compute, but the narrowness in time domain implies a
large width in frequency domain. Conversely, wavelets with
large compact support are smoother and have finer frequency
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TABLE IV
CLASSIFICATION RESULTS FOR SVM METHOD

Fig. 5. Relationship between the wavelet decomposition levels and overall
classification accuracy.

resolution. Filter length is the number of filter coefficients
as discussed in Section II. This parameter will affect the
computational cost of the wavelet transform and the longer
the wavelet filters length, the larger the computational cost.
Symmetry is another desired property for wavelets, however,
symmetry prevents orthogonality. The only filters with proper-
ties of both orthogonality and symmetry are Haar filters (with
2 filter coefficients). A detailed discussion about these wavelet
characteristics can be found in paper [18] and [19].

TABLE V
WAVELET CHARACTERISTICS

In order to evaluate the performance of different kind of
wavelets, we fix the decomposition levels at 6. The reason
we choose six levels of decomposition is based on the results
in Fig. 5, in which we can see that six levels decomposition
can provide nice classification accuracy (about 90%) as well
as relatively small computational cost compared to higher
levels of decomposition, such as nine levels or ten levels. The
tradeoff between the decomposition levels and classification
performance is also discussed in part C of this section. Seven
classes of different PQ disturbances as defined in Section IV
part A were considered here. For each choice of wavelet, we
took ten simulation runs. In each run, 200 cases of each class
(seven classes total) of PQ disturbances based on the model in
Table I were generated for training and another 200 cases of
each class were generated for testing. The averaged accuracy
over the ten runs for each choice of wavelet were presented in
Table VI.

To test if there is any significant difference among different
wavelet families, or among different wavelets within one
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TABLE VI
AVERAGED CLASSIFICATION RESULTS FOR DIFFERENT WAVELETS

wavelet family, we use hypothesis testing of the average values
[29]. Here we show the case of the testing among different
wavelet families.

Table VII gives the mean and standard deviation results of
each family of wavelet as presented in Table VI. The mean
and the standard deviation of the population are calculated
using the following equations:

(22)

(23)

where is the classification accuracy of different wavelets in
each wavelet family in Table VI and is the number of wavelets
in each family.

We now formulate the hypothesis:

Null hypothesis:

(24)

Alternative hypothesis:

(25)

The test statistic is calculated as follows:

(26)

For a two-tailed test, we will reject if . (1.96
is for a two-tailed test where the results are significant at a level
of 0.05). Table VIII shows the hypothesis testing result.

From the analysis results in Table VIII we can see, we will ac-
cept the null hypothesis , which means there is no difference
in the mean values. This shows that there is no statistically sig-
nificant difference in the classification performance when dif-
ferent wavelet families are chosen. The same test can be per-
formed for the case of different wavelets within one wavelet
family and we can get the same results. Fig. 6 shows the anal-
ysis results for different wavelets within one wavelet family,
namely Daubechies wavelet and their corresponding wavelet
filter length.

So far, we have shown that there is no statistically significant
difference in performance of the proposed method for PQ
classification when different wavelets are chosen. This means
the proposed method has good robustness characteristics and
has no strict requirements for the choice of a particular wavelet.
However, different wavelets have different filter lengths. The
longer the wavelet filters length, the larger the computational
cost. Based on the results in this part, we can choose the wavelet
with short wavelet filter length, such as Haar wavelet, Db2
wavelet to achieve both good classification results as well as
small computational cost.

TABLE VII
PERFORMANCE OF WAVELETS

TABLE VIII
WAVELET FAMILY HYPOTHESIS TEST

Fig. 6. Classification results and their corresponding wavelet filter length for
different wavelets within one family (Daubechies wavelet).

V. NOISE ANALYSIS FOR THE PROPOSED METHOD

Since noise is omnipresent in an electrical power distribution
network, we analyze whether the proposed method is still effec-
tive in a noisy environment.

Gaussian white noise is widely considered in the research
of power quality issues [17], [30], [31]. To test the proposed
method performance in different noise environments, different
levels of noises with the signal to noise ratio (SNR) values
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Fig. 7. Classification results under different SNR condition.

Fig. 8. Different wavelet classification results under different SNR conditions.

ranging from 10 to 50 dB are considered here. The value of
SNR is defined as following

SNR (27)

where is the power (variance) of the signal and is that of
the noise. The Monte Carlo method is used to generate the simu-
lation data set with different parameters as show in Table I. For
each class of PQ disturbance (C1 to C7 in Table I), 200 cases
were generated for training and another 200 cases were gener-
ated for testing. We choose the Db4 wavelet for analysis with six
and ten levels of decomposition, respectively. Fig. 7 shows the
simulation results. As we can see, even in very low SNR condi-
tion, the proposed method can still achieve high overall classifi-
cation accuracy. The ten levels of decomposition classification
result is slightly better than that of 6 levels decomposition, but
the improvement is not very big. This is consistent with our pre-
vious result as shown in Fig. 5.

Fig. 8 shows the overall classification performance for dif-
ferent wavelets in a noisy environment. We choose ten levels
of wavelet decomposition here. As we can see from Fig. 8, the
proposed method has a robust anti-noise performance and we
can still achieve high classification accuracy in a noisy environ-
ment. In addition, although Db4 wavelets show slightly better

classification results among the chosen wavelets, there is no sta-
tistically significant difference in performance of the proposed
method within different wavelets. This is also consistent with
our previous results in Section IV part D.

VI. CONCLUSION

A novel PQ classification approach based on the wavelet
transform and self organizing learning array system is proposed
in this paper. Wavelet transform is utilized to construct the
feature vector based on the multiresolution analysis method.
These feature vectors are then applied to a SOLAR system
for training and testing. Several typical PQ disturbances are
taken into consideration in this paper. Comparison between
the proposed method, the support vector machine (SVM) and
existing literature reports show that the proposed method can
effectively classify different kinds of PQ disturbances.

We have shown that there is no statistically significant dif-
ference in performance of the proposed method when different
wavelets are chosen. This means that the simplest wavelet to
implement the proposed method will do as good a job as any
other wavelets, at least for the PQ disturbance classification
problem. In addition, simulation results under different noise
levels show that the proposed method works well in noisy en-
vironment. The ideas of the combining wavelet transform with
self organizing learning array system could potentially be used
in other problem domains, such as financial data analysis, auto-
matic target recognition, etc.
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