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Iterated Wavelet Transformation and Signal
Discrimination for HRR Radar Target Recognition

Dale E. Nelson, Senior Member, IEEE, Janusz A. Starzyk, Senior Member, IEEE, and D. David Ensley

Abstract—This paper explores the use of wavelets to improve
the selection of discriminant features in the target recognition
problem using high range resolution (HRR) radar signals in an
air to air scenario. We show that there is statistically no difference
among four different wavelet families in extracting discriminatory
features. Since similar results can be obtained from any of the
four wavelet families and wavelets within the families, the simplest
wavelet (Haar) should be used. We use the box classifier to select
the 128 most salient pseudo range bins and then apply the wavelet
transform to this reduced set of bins. We show that by iteratively
applying this approach, classifier performance is improved. We
call this the iterated wavelet transform. The number of times the
feature reduction and transformation can be performed while
producing improved classifier performance is small and the
transformed features are shown to quickly cause the performance
to approach an asymptote.

Index Terms—Automatic target resolution, feature selection,
high range resolution radar, rough sets, wavelets.

I. INTRODUCTION

M OST of the work in high range resolution (HRR) target
recognition has been done by or sponsored by the mil-

itary. The approaches taken by various researchers as summa-
rized by [1] appear to ignore the benefits that can be gained by
proper transformations of the input signal. The wavelet trans-
form [2]–[4] is a new tool that has been used in image compres-
sion, edge detection, image classification, and more recently, in
target recognition. When wavelet transforms are used for image
compression the most important goal is to minimize the loss
of information. In automatic target recognition (ATR) the most
important objective is to separate the various target classes [5].
Some researchers have explored the use of wavelets to provide
a richer feature space [5]–[8]. However there is little evidence
of widespread use of this technique.

Famili [9] found that preprocessing the data allows easier sub-
sequent feature extraction and increased resolution. In the past,
engineers have used transforms such as the fourier transform to
transform the signal from a time base to a frequency base [10].
Although this is useful for some applications, target recognition
of HRR signals improved only a little under this transform. The
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reason for this lies in the fact that the fourier transform tells us
that a feature occurs somewhere in the signal, but not where.
Wavelets bring a new tool to HRR signal classification. The
benefits of using wavelets [11] are that the new transforms are
local; i.e., the event is connected to the time when it occurs. Re-
searchers who have used wavelets for target recognition (espe-
cially for HRR) have found that the original feature space can be
augmented by the wavelet coefficients and will yield a smaller
set of more robust features in the final classifier [7], [12], [13].
In addition to computational savings [8], investigators have also
found that wavelet methods can improve the probability of cor-
rect classification [6], [7]. However, even with improve-
ment in there can be a bias of the wavelets toward one or
two classes to the detriment of others [7].

In considering wavelets for ATR, serious consideration must
be given to the selection of a wavelet family and a wavelet in
the family. Lu [14] explored this issue in the context of image
coders. In his paper, Lu compared two wavelets, one from the
Biorthogonal family and the other from the Daubechies family.
Using two different metrics, Lu observed a slight advantage of
the biorthogonal versus the Daubechies. In this paper, using the
criterion of improving the probability of correct classification,
we show that there is no statistical advantage of one family (out
of four) over any other family. Any difference in performance
that can be observed in a particular application is due to the
statistical nature of normal variations in the data. Stirman, using
wavelets for ATR, explored the use of different wavelets from
the Daubechies family, and found that the results were similar
among the three wavelets [7]. In this paper we show that there is
no statistical advantage of one wavelet in a family over another
in the same family, thus generalizing Stirman’s observation.

Other researchers have employed wavelets to assist in HRR
target identification [8], [13]. Devaney’s approach used a se-
quential decision process where the log likelihood ratios are
computed at each scale in the discrete wavelet transform (DWT)
and then hypothesis testing is applied at each scale to yield the
target identification. Etemad [13] used the multiscale DWT to
reduce the dimensionality of the classification problem. He used
the coefficients to build a set of basis functions which yield the
largest class separability. These basis functions result in simple
and efficient algorithms for classification. The work presented
here differs from the efforts of these two researchers. We employ
a classifier in this work, but the focus isnoton the classifier but
on a method to improve upon the DWT itself. Etemad and De-
vaney applied the multiscale DWT one time we apply it many
times. After the first application of the DWT we down-select,
using the box classifier, a number of coefficients equal to the
orignial number of range bins in the signal. Doing this many
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Fig. 1. Comparison of two HRR target signals.

times yields a new pseudo wavelet (iterated wavelet trans-
form ) constructed for the problem presented by the training
data.

It is not the purpose of this paper to explore the development
of a classifier. However, in order to have a means to test the
usefulness of the data transforms, we must have a classifier to
test the performance and determine which features to select for
further transformation. We have chosen to use the simple gen-
eralized box classifier [15]–[17] from which to evaluate the re-
sults. Our main objective was to determine which, if any, family
of wavelets provided the best feature set for a classifier. A sec-
ondary objective was to determine if further wavelet transfor-
mations would produce even better classification results. This
required the use of a method for down selecting features from
which to perform further wavelet analysis. In this paper, using
wavelet transformations, we will show the following:

1) wavelets are useful for generating features that improve
classifier performance;

2) what family and which wavelet in the family is best;
3) how to mitigate or eliminate wavelet bias toward some

target classes.

II. PROBLEM SPECIFICATION

A. Signal and Its Transform

This paper uses HRR radar signals. A HRR signal is
an -dimensional vector , where

. The HRR radar provides a one–dimen-
sional (1–D) picture of what the sensor is looking at. HRR
signals are particularly hard to use for target recognition,
partly because the three-dimensional (3-D) world is projected
on to just one dimension. When this is done, there are many
ambiguities created which must be resolved. A further com-
plication is that when HRR data is plotted as signal strength
vs. range bin, the resulting graph is almost impossible for a
human to use for target recognition, mostly because it is a
visual 1-D image we have no experience interpreting [18]. A
better representation would be to present the HRR signal as an
audio signal (similar to sonar) because humans have experience
interpreting or recognizing this kind of 1-D signal. Szu points
out that the human auditory system uses wavelets [5] that aid in
the recognition process.

Fig. 2. Maximum Cluster Sizes.

A further complication to target identification using HRR is
that the signals change considerably with only a small change
in azimuth and elevation. This is illustrated in Fig. 1.

The signals shown in Fig. 1 are from two different targets. The
signals shown for each target were taken at 200 msec intervals.
Their significant variations in a short time span illustrate how
difficult it would be to construct a target identification system
based on these signals.

Wavelet transforms have been found useful in a variety of
applications. This is because they provide the analyst with an
approximation of the signal and a detail of the signal as well.
This helps to identify small anomalies which might be useful. A
complete description of wavelet packet analysis also known as
multilevel wavelet analysis as used in this research may be found
in [10] and [11]. Graphs of the wavelets used are presented in
[10].

Prior to selecting features for the target classifier, it is useful
to preprocess the original signal. Any operation which increases
our ability to separate the classes is desirable. In this paper, we
base feature selection on transformations derived from wavelets.
Training and test sets were constructed using each of the func-
tions. The utility of each of these wavelets for enhancing the per-
formance of a classifier was then analyzed. An example of the
power of a wavelet transformation is illustrated in Fig. 2 using
the Haar wavelet transform on the original signal.
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Fig. 3. Azimuth and elevation ranges.

In Fig. 2, the original signal is contained in the first 128 fea-
ture index points. The coefficients of the Haar transform are con-
tained in the remaining feature index points. The original signal
features show that the largest number of signals in the training
set that can be classified by a single feature is 20 out of a max-
imum of 60. Selecting a single feature from the wavelet coef-
ficients, it is possible to classify 50 out of 60 signals. This is a
significant improvement!

B. Training and Test Data Sets

The data set used in this research consists of synthetic HRR
returns on six targets. This data was generated using XPATCH,
a state of the art electromagnetic modeling program. For each
target there are 1071 range profiles consisting of 128 range bins.
The value of each range bin is an integer between 0 and 255. The
pose of the target is head-on with an azimuth range of25 and
elevations of 20 to 0 in one degree increments as illustrated
in Fig. 3.

This data is divided into two sets, one for training and the
other one for testing. The training set consists of 25% of the data
and the test set 75% of the data (the remaining data), randomly
selected. The small training set permits faster training, facili-
tating algorithm development and debugging. The training set
was constructed by using a random number generator to select
25% of the azimuth and elevation angles and then by selecting
signals from each target class with these angles. All remaining
signals were placed into the test set.

We have illustrated that wavelets provide a powerful
way of looking at the original signal so it makes sense to
incorporate wavelet transforms and some statistical prop-
erties into the training and test set. The first step toward
creating the training and test set is to normalize the original
signal using the norm yielding . We next calculate
six values that characterize the data (2-norm, mean, in-
finity norm, standard deviation, 1-norm, and the Euclidean
norm) where rep-
resents these vectors. Using similar notation, the wavelet
transforms are constructed as described in [10].
The rows in the training set are defined as the tuple

where each . The
training and test sets are conveniently represented as a matrix

...

...
We refer to each row of the training and test sets as a signal.
The training set consists of signals having 1030 pseudo range
bins.

III. CLASSIFIER DESCRIPTION

The classifier used in this paper is a version of the general-
ized box classifier [15]. The training set produced as described
previously is used to construct the classifier. The first step in
constructing the classifier is to sort each column offrom the
smallest value to largest value creating a new matrix. A ma-
trix is constructed with each element of corresponding to
the target type of each element of.

The algorithm determining a target classifier is as follows:
Let denote the target class, andthe feature number. Set

.

Step 1. Search all columns of to find
the column with the largest contiguous
cluster of the selected target class .
Let denote the column determined by
this procedure ( is a permutation of the
columns of ). Let denote the min-
imum value in the contiguous cluster and
let denote the maximum value in the
contiguous cluster.

The indices and correspond to the row
indices of with the minimum and maximum
values. All signals contained in this
cluster are removed from further consid-
eration.

Step 2. Define the th feature of target
class as the set . Set

and repeat this process (go to
step 1) until there are no more training
signals from target class .

Step 3. Increment target class and set
. Repeat this process (go to step 1)

until all target classes are accounted
for.

The elements of are called individual features. The feature
set is defined as the set of all . A transformed signal is
said to be classified as target classwhen there exists a feature

such that .
A classifier is tested by classifying each of the transformed

test signals, . An n x n confusion matrix is constructed to
represent the results. To construct the confusion matrix, we first
set . Each test signal is classified and C is modified
as follows. If the th test signal, known to be of classis clas-
sified as the target type then . If the th test
signal known to be of classis classified as target type, then
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TABLE I
PERFORMANCE OFWAVELETS

. In other words, the diagonal represents the
correctly classified targets. The off-diagonal elements represent
misclassification. This process continues until all transformed
test signals are classified. In this paper we used equal numbers
of signals to represent each target class for both training and
test. Therefore, to obtain the final confusion matrix, each ele-
ment of is divided by the number of signals for a target class.
It should be noted that some test signals might not be classi-
fied as any target type. Therefore, it is possible that the rows
and columns of the confusion matrix will not sum to one. To
evaluate the overall performance of the classifier the probability
of correct classification, , is calculated. is defined for
target classes as .

IV. WAVELET SIGNAL DISCRIMINATION PROPERTIES

As observed in the previous discussion, a wavelet transform
improves feature selection for target recognition. The natural
question is to identify which wavelet improves target recogni-
tion the most. In this section we demonstrate that there is no
single wavelet that outperforms all others in this task.

Conjecture 1: No single wavelet transform has a statistically
significant advantage over other wavelets in extracting features
for the target classification.

To verify conjecture 1, classifiers were constructed using
training sets from all the wavelet families. Table I shows the
results obtained upon testing the classifier built from the orig-
inal signal and the associated wavelet transform. In addition,
the mean and standard deviation of for the wavelet family
are presented in Table I. To compare if there is any significant
difference among the families we use hypothesis testing of the
means [19]. The mean,, and the standard deviation,, of the
population are calculated using

When the mean and standard deviation are computed from
samples, is replaced by and is replaced by , respectively.

TABLE II
WAVELET FAMILY HYPOTHESISTEST

We are testing the hypothesis; : against the alterna-
tive hypothesis; : . We compute the test statistic as
follows:

We will reject if (1.96 is for a two-tailed test
where the results are significant at a level of 0.05). The results
of this hypothesis testing are presented in Table II.

From the analysis presented we must accept the null hypoth-
esis, that there is no difference in the mean values. This means
that there is no statistically significant difference in the perfor-
mance of the classifiers when different families of wavelets are
used to transform the input data. It would be best (from a com-
putational standpoint) to use the simplest form of a wavelet pos-
sible. Since there is no differenceamongthe families, the ques-
tion arises is there any significant differencewithineach family?
By examining the size of the mean and the size of the standard
deviation, we see that there is no significant difference among
the wavelets within the families. It is safe to conclude that clas-
sifier performance would be the same no matter which wavelet
we choose. Therefore, it benefits us to use the simplest form of
wavelet possible, the Haar (Db1) wavelet.

Normally this type of analysis is limited to large samples
where the standard deviations of the samples are known. A t-test
was also performed which gave the same results. This indicates
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TABLE III
RESULTS OFITERATIVE APPLICATION OFHAAR TRANSFORM

that the small number of samples did not give us a false accep-
tance of .

V. ITERATED WAVELET TRANSFORM

If the original signals are transformed and then 128 of the
most informative pseudo range bins (original signal’s range
bins augmented by the wavelet coefficients) selected for further
transformation, a new linear transformation of the input data
is created [16]. This process can be repeated many times and
is called theiterated wavelet transform. This is similar to
the basic assumption of genetic programming where new
generations of features related to the most successful features
from prior generations may show better qualities than their
parents. For any learning process based on a fixed set of data
the increase in information represented by learning features
is getting smaller as progress toward the optimum is made.
At some point there will be no increase, at which point the
learning process must stop.

Conjecture 2: By iteratively selecting the most informative
pseudo range bins and transforming them, the informative value
of the range bins in general may increase yielding a better clas-
sifier.

An experiment was performed to verify this conjecture. The
original 128 range bin signal was transformed (using the Haar
wavelet) as previously discussed creating 1024 pseudo range
bins. A box classifier was constructed. The range bins used as
features were chosen for further transformation. If there are
more than 128 pseudo range bin features, then the features
which classify the most training signals are selected. If there are
fewer than 128 features, then additional pseudo range bins are
selected from the middle of the pseudo signal. These 128 range
bins were wavelet transformed, a classifier was constructed
and tested. This procedure was repeated twelve times and the
results are presented in Table III and Fig. 4.

When using just one wavelet transform on the original signal
Stirman showed an increase in of six percentage points [6]
and 7.53 percentage points over the baseline classifier [7]. This
difference, over the baseline classifier, may have resulted from
changing the type of classifier or the use of wavelets. Stirman
did not attribute the increase in performance to one or the other,
neither did he analyze the significance of using the wavelet
transform. In the results presented here, we find that using the
same classifier, the improvement in after one application of

Fig. 4. Classification improvement with iterated wavelet transforms.

the wavelet transform is 4.2 percentage points. This improve-
ment is smaller than the one observed by Stirman, but we can
attribute this difference to our use of a different classifier and
wavelet (Haar).

The most important curve in Fig. 4 is the one for that rep-
resents the performance of the classifier for all target classes at
each iteration of the iterated wavelet transform. In this figure,
iterations 2–12 demonstrate the benefits of the iterated wavelet
transform over the use of a single transform. This curve shows
an increase in overall classifier performance from 0.7713 to
0.897 17 by iteration 10. This represents an improvement of 12
percentage points. Furthermore, Target 2 improved by 25 per-
centage points and Target 6 by 18 percentage points. This is a
significant improvement in performance over a single wavelet
transform and confirms the benefit of using the iterated wavelet
transform.

We questioned why there would be a decrease in performance
on some of the targets such as seen on Target 2 between itera-
tions 7 and 8. It is apparent that the iterated wavelet transforms
yield an increasing performance in the entire classifier. Indi-
vidual targets may sacrifice performance while overall perfor-
mance increases. In general, the momentary decreases are re-
covered in later iterations. This may be a manifestation of the
biasing problem reported by Stirman [7]. If so, by iterating the
wavelet transform this problem appears to either be mitigated
or eliminated. For our problem, the maximum advantage of it-
erating the wavelets happens at about ten iterations.

VI. SUMMARY OF RESULTS

The contribution of this paper is theiterated wavelet trans-
formation that was used to enrich the feature space and improve
classifier performance. Our conjectures were verified using sta-
tistical hypothesis testing on synthetic HRR data. An informa-
tion entropy approach for the down select of the pseudo range
bins has shown similar improvement in classification perfor-
mance.

We have shown that there is no statistically significant dif-
ference in performance of the classifier when different wavelets
are chosen. This means that the simplest wavelet to implement
will do as good a job as any other wavelet, at least for the HRR
target recognition problem.
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The application of theiterated wavelet transformation
method used here to improve performance could potentially be
used in classification of any 1-D signal such as found in echo
cardiograms, seismology, sonar, and economic analysis.
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