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Abstract—This paper explores the use of wavelets to improve reason for this lies in the fact that the fourier transform tells us
the selection of discriminant features in the target recognition that a feature occurs somewhere in the signal, but not where.
problem using high range resolution (HRR) radar signals in an \yayelets bring a new tool to HRR signal classification. The
air to air scenario. We show that there is statistically no difference . )
among four different wavelet families in extracting discriminatory benef!ts of using quelets [11] are that Fhe new trqnsforms are
features. Since similar results can be obtained from any of the |Oca|; l.e., the eventis Connected to the time When it occurs. Re-
four wavelet families and wavelets within the families, the simplest searchers who have used wavelets for target recognition (espe-
wavelet (Haar) should be used. We use the box classifier to selectcjally for HRR) have found that the original feature space can be
the 128 most salient pseudo range bins and then apply the wavelety s mented by the wavelet coefficients and will yield a smaller

transform to this reduced set of bins. We show that by iteratively . ) o
applying this approach, classifier performance is improved. We set of more robust features in the final classifier [7], [12], [13].

call this the iterated wavelet transform. The number of times the [N @ddition to computational savings [8], investigators have also
feature reduction and transformation can be performed while found that wavelet methods can improve the probability of cor-
producing improved classifier performance is small and the rect classificatior( P..) [6], [7]. However, even with improve-
transformed features are shown to quickly cause the performance ment in P., there can be a bias of the wavelets toward one or
to approach an asymptote. two classes to the detriment of others [7].
“Index Terms—Automatic target resolution, feature selection,  |n considering wavelets for ATR, serious consideration must
high range resolution radar, rough sets, wavelets. be given to the selection of a wavelet family and a wavelet in
the family. Lu [14] explored this issue in the context of image
l. INTRODUCTION coders. In his paper, Lu compared two wavelets, one from the
- . Biorthogonal family and the other from the Daubechies family.
OST Of. t_he work in high range resolution (HRR) targefllsing t\?vo differeni/metrics, Lu observed a slight advantage%f
recognition has been done by or sponsored by the

it Th hes taken b . h e biorthogonal versus the Daubechies. In this paper, using the
ltary. The approaches taken by various résearchers as SUmmga jon of improving the probability of correct classification,

rized by [1] appear to ignore the benefits that can be gained ¥ show that there is no statistical advantage of one family (out

proper transformations of the input signal. The wavelet trangy four) over any other family. Any difference in performance

form [2]-{4] is a new tool that has been used inimage COMPT&Hat can be observed in a particular application is due to the

sion, edge de_t_ectlon, image classification, and more recer_my*s't?sltistical nature of normal variations in the data. Stirman, using
target recognition. When wavelet transforms are used for IMag&velets for ATR, explored the use of different wavelets from

compression the most |m.portant goal is .t9 minimize the Ioﬁ?e Daubechies family, and found that the results were similar
of information. In automatic target recognition (ATR) the mosé

. o . ong the three wavelets [7]. In this paper we show that there is
important objective is to separate the various target classes ‘statistical advantage of one wavelet in a family over another
Some researchers have explored the use of wavelets to pro

icher feat 51181 H th i it i e same family, thus generalizing Stirman’s observation.
afrlc_ der ea u(;e spacfeth[_ ]:[ ]H iowever there 1S Iitlle eViIdence qipar researchers have employed wavelets to assist in HRR
of widespread use of this technique. . rget identification [8], [13]. Devaney’'s approach used a se-
Famili [9] found that preprocessing the data allows easier s

. ; . Jential decision process where the log likelihood ratios are
sequent feature extraction and increased resolution. In the p 8anuted at each scale in the discrete wavelet transform (DWT)
engineers have used transforms such as the fourier transfor

i f the sianal f time b 0 af b @ then hypothesis testing is applied at each scale to yield the
ransform the signal from a time base to a frequency base [ rget identification. Etemad [13] used the multiscale DWT to

AIthough_this Is _useful for some a_pplications, Farget recogniti%duce the dimensionality of the classification problem. He used
of HRR signals improved only a little under this transform. Thf‘he coefficients to build a set of basis functions which yield the

largest class separability. These basis functions result in simple
and efficient algorithms for classification. The work presented
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Fig. 1. Comparison of two HRR target signals.
times yields a new pseudo waveldétefated wavelet trans- % Feature and Maximum Cluster Sizes
form) constructed for the problem presented by the training
data. aly
It is not the purpose of this paper to explore the developmen: | 4o 1

of a classifier. However, in order to have a means to test the
usefulness of the data transforms, we must have a classifier t
test the performance and determine which features to select fc
further transformation. We have chosen to use the simple gen
eralized box classifier [15]-[17] from which to evaluate the re-
sults. Our main objective was to determine which, if any, family
of wavelets provided the best feature set for a classifier. A sec
ondary objective was to determine if further wavelet transfor-
mations would produce even better classification results. This 5
required the use of a method for down selecting features fromn 0
which to perform further wavelet analysis. In this paper, using Feature Index
wavelet transformations, we will show the following: Fig. 2. Maximum Cluster Sizes.
1) wavelets are useful for generating features that improve
classifier performance; A further complication to target identification using HRR is

2) what family and which wavelet in the family is best;  that the signals change considerably with only a small change
3) how to mitigate or eliminate wavelet bias toward somg azimuth and elevation. This is illustrated in Fig. 1.
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target classes. The signals shown in Fig. 1 are from two different targets. The
signals shown for each target were taken at 200 msec intervals.
Il. PROBLEM SPECIFICATION Their significant variations in a short time span illustrate how

difficult it would be to construct a target identification system
based on these signals.

This paper uses HRR radar signals. A HRR signal is Wavelet transforms have been found useful in a variety of
an n-dimensional vectorr = (aj,as,...,a,), Where applications. This is because they provide the analyst with an
a; € {0,1,...,255}. The HRR radar provides a one—dimenapproximation of the signal and a detail of the signal as well.
sional (1-D) picture of what the sensor is looking at. HRRhis helps to identify small anomalies which might be useful. A
signals are particularly hard to use for target recognitionpmplete description of wavelet packet analysis also known as
partly because the three-dimensional (3-D) world is projecteaultilevel wavelet analysis as used in this research may be found
on to just one dimension. When this is done, there are maimy[10] and [11]. Graphs of the wavelets used are presented in
ambiguities created which must be resolved. A further corft0].
plication is that when HRR data is plotted as signal strengthPrior to selecting features for the target classifier, it is useful
vs. range bin, the resulting graph is almost impossible fortapreprocess the original signal. Any operation which increases
human to use for target recognition, mostly because it isoar ability to separate the classes is desirable. In this paper, we
visual 1-D image we have no experience interpreting [18]. Base feature selection on transformations derived from wavelets.
better representation would be to present the HRR signal asTaaining and test sets were constructed using each of the func-
audio signal (similar to sonar) because humans have experietions. The utility of each of these wavelets for enhancing the per-
interpreting or recognizing this kind of 1-D signal. Szu point®rmance of a classifier was then analyzed. An example of the
out that the human auditory system uses wavelets [5] that aidiiower of a wavelet transformation is illustrated in Fig. 2 using
the recognition process. the Haar wavelet transform on the original signal.

A. Signal and Its Transform
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Fig. 3. Azimuth and elevation ranges.
In Fig. 2, the original signal is contained in the first 128 fea- lll. CLASSIFIER DESCRIPTION

ture index points. The coefficients of the Haar transform are con-

. . L : ; - i The classifier used in this paper is a version of the general-
tained in the remaining feature index points. The original sugnaled box classifier [15]. The training set produced as described
features show that the largest number of signals in the traini

feviously is used to construct the classifier. The first step in
set that can be classified by a single feature is 20 out of am y P

; £ 60. Selecti ale feature f th let nstructing the classifier is to sort each columrsdfom the
Imum of 6. Selecting a single feature from the wavelet Co&G, o) a5t value to largest value creating a new mafrid ma-

”.CieT‘FS’ it i§ possible to classify 50 out of 60 signals. This is @, 17 is constructed with each element/af corresponding to
significant improvement! the target type of each element f
The algorithm determining a target classifier is as follows:

o ) ~ Leti denote the target class, andhe feature number. Sét=
The data set used in this research consists of synthetic HRR_ |

returns on six targets. This data was generated using XPATCH,

a state of the art electromagnetic modeling program. For each h all col ¢ _ find
target there are 1071 range profiles consisting of 128 range biREEP 1'| Search ha hco Iumns of M to fin
The value of each range binis an integer between 0 and 255. T Ie co urpnhwn It € dargest corlmguous .
pose of the target is head-on with an azimuth range2® and ~ ClUSter 0 ; € se e(r:]te tlarget ((j:ass ed b v
elevations of-20° to (° in one degree increments as illustrated-€! @(j) denote the column determined by

in Fig. 3. this procedure ( o is a permutation of the

This data is divided into two sets, one for training and th

B. Training and Test Data Sets

columns of  S). Let S, ,(; denote the min-

other one for testing. The training set consists of 25% of the daﬂénumivalue in the CO”“QUOE‘S cluster an.d
and the test set 75% of the data (the remaining data), rando Sko(;) denote the maximum value in the
selected. The small training set permits faster training, faciliontiguous cluster.

tating algorithm development and debugging. The training skg€ indices — n and & correspond to the row
was constructed by using a random number generator to seldBlices of 5 with the minimum and maximum
25% of the azimuth and elevation angles and then by selectinglues' All signals contained in this

signals from each target class with these angles. All remainin ui,_ter are removed from further consid-
ration.

signals were placed into the test set. i )
We have illustrated that wavelets provide a powerfofteP 2. Define the jth feature of target
Flass i as the set  fi; = (8,03 Sko(s)). Set

way of looking at the original signal so it makes sense to- ; .

incorporate wavelet transforms and some statistical propt = J + _1 and repeat this Process (go to
erties into the training and test set. The first step towarc?f[ep 1) until there are no more .tralnlng
creating the training and test set is to normalize the origingf!9nals from target class .
signal z; using thel, norm yielding #;. We next calculate >t€P 3. Increment target class i and set

six values that characterize the data (2-norm, mean, int — 1. Repeat this process (go to step 1)

finity norm, standard deviation, 1-norm, and the Euclidearftil @ll target classes are accounted

normYQ(z;) = (qui(%:), q2i(£i), - - -, qei(Z;)) where Q rep-

resents these vectors. Using similar notation, the wavelet

transforms W (z;) are constructed as described in [10]. The elements of;; are called individual features. The feature
The rows in the training seS are defined as the tuplesetF is defined as the set of ai;. A transformed signat is

S = (Q(%), %, W(x;)) where eaclf;; € [0,1] € R. The said to be classified as target classhen there exists a feature
training and test sets are conveniently represented as a matrj; such that: € f;;.

A classifier is tested by classifying each of the transformed
test signalsz. An n x n confusion matrixC' is constructed to
represent the results. To construct the confusion matrix, we first
setC' = [0]. Each test signal is classified and C is modified
We refer to each row of the training and test sets as a sigra. follows. If theith test signal, known to be of clagds clas-
The training seb consists of signals having 1030 pseudo rangsfied as the target typg thenC;; = C;; + 1. If the ith test
bins. signal known to be of claspis classified as target typg then

f; = é;i
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TABLE |
PERFORMANCE OFWAVELETS
Wavelet P Wavelet P Wavelet P Wavelet P
Name Name Name Name

Biorl.3 0.72488 | Haar 0.77130 | Coifl 0.76115 | Sym2 0.79153

Biorl.5 0.78045 | Db2 0.79576 | Coif2 0.78231 | Sym3 0.75886

Bior2.2 0.75760 | Db3 0.75886 | Coif3 0.77133 | Sym4 0.77458

Bior2.4 0.78150 | Db4 0.79160 | Coif4 0.78770 | Sym5 0.75800

Bior2.6 0.77400 | Db5 0.77567 | Coif5 0.76943 | Sym6 0.76345

Bior2.8 0.78600 | Db6 0.78120 Sym7 0.76591

Bior3.1 0.70550 | Db7 0.77460 Sym8 0.78275

Bior3.3 0.77030 | Db8 0.76760

Bior3.5 0.78020 | Db9 0.79410

Bior3.7 0.79410 | Db10 0.77630

Bior3.9 0.79290 | Dbl 1 0.75598

Bior4.4 0.72990 | Db12 0.76300

Bior5.5 0.74150

Bior6.8 0.73010

Mean 0.76064 0.77550 0.77438 0.77073

Standard | 0.02890 0.01329 0.01060 0.01272

Deviation
C;r = Cjr + 1. In other words, the diagonal represents the TABLE I
correctly classified targets. The off-diagonal elements represent WAVELET FAMILY HYPOTHESISTEST
misclassification. This process continues until all transformed Wavelot Wavelet 7 Accept or
test signals are classified. In this paper we used equal numbers Name Name Reject HO
of signals to represent each target class for both training and Biorthogonal ~ [Daubechies | 1.723060 |  Accept
test. Therefore, to obtain the final confusion matrix, each ele- Biorthogonal  [Coiflet 1.516130 | Accept
ment ofC is divided by the number of signals for a target class. Biorthogonal  [Symlet 1.109050 | Accept
IF should be noted that some test s.|g.nals m|_ght not be classi- Daubechics  ICoiflet 0.183654 | Accept
fied as any target type. Thgrefore, ]t is .possmle that the rows Daubechies  Symlet 0775505 | Accept
and columns of the confusion matrix will not sum to one. To .

i . Coiflet ymlet 0.540601 Accept

evaluate the overall performance of the classifier the probability

of correct classification?’.., is calculatedP,. is defined forn

p— n .. . .
target classes a8.. = 1/n 3 ;_, Cii. We are testing the hypothesBj: 11 = po against the alterna-

tive hypothesisH;: pu1 # pe. We compute the test statistic as

IV. WAVELET SIGNAL DISCRIMINATION PROPERTIES follows:
As observed in the previous discussion, a wavelet transform Ty — To
improves feature selection for target recognition. The natural Z= P a—
question is to identify which wavelet improves target recogni- w1

tion the most. In this section we demonstrate that there is \r}\(l) il reiect - if |2 196 s f iled
single wavelet that outperforms all others in this task. e will reject Hy if |2] > 1.96 (1.96 is for a two-tailed test

Conjecture 1: No single wavelet transform has astatisticaII)Where the results are significant at a level of 0.05). The results

significant advantage over other wavelets in extracting featw‘?—.\fslt:h'S hyr;])othes;s testing are ;()jresented in Table r'}'- hvooth
for the target classification. rom the analysis presented we must accept the null hypoth-

To verify conjecture 1, classifiers were constructed usi is, that t_here is no Qiﬁerenpe |n the mean Va'“‘?s- This means
training sets from all the wavelet families. Table | shows th at there is no sta?lfstlcally S|gn_|f|cant dlffer_e_nce in the perfor-
results obtained upon testing the classifier built from the oriog::mce of the classmer_s when different families of wavelets are
inal signal and the associated wavelet transform. In additi ed to transform the input data. It would be best (from a com-

the mean and standard deviationff. for the wavelet family putational standpoint) to use the simplest form of a wavelet pos-

are presented in Table |. To compare if there is any significafiP!e- Since there is no differenaenongthe families, the ques-

fian arises is there any significant differereithin each family?

difference among the families we use hypothesis testing of tB ning the si f1h d the si fh dard
means [19]. The meam, and the standard deviation, of the y examining the size of the mean and t € slz€ 0 the standar
deviation, we see that there is no significant difference among

opulation are calculated usin o e .
pop 9 the wavelets within the families. It is safe to conclude that clas-

n ) n 2 sifier performance would be the same no matter which wavelet
T n 7;1 Peci - 7;1 Pec; we choose. Therefore, it benefits us to use the simplest form of
p= Z Pcc; o= : n(n = '1) . wavelet possible, the Haar (Db1) wavelet.
=1

Normally this type of analysis is limited to large samples
When the mean and standard deviation are computed fravhere the standard deviations of the samples are known. A t-test
samplesy is replaced byt ando is replaced by, respectively. was also performed which gave the same results. This indicates
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TABLE Il

Probability of Correct Classification
RESULTS OFITERATIVE APPLICATION OF HAAR TRANSFORM

Iteration | Pcc | Target 1 | Target 2 | Target 3 | Target 4 | Target 5 | Target 6 ! N At a—t
0 7713 | 9490 | 6219 | .8219 | 6853 | .8134 | .7363 0.95 1+ — =+
1 81361 9552 | 6741 | .8555 | .6692 | .8893 | .8383 09 - ,7*7'4 . ﬁgi" | [~ Target 1
2 84762 9552 | 7724 | 9128 | 7027 | 9104 | .8321 = oss mﬁ -&—Target 2
3 | 8e421| 9453 | 7823 | 9452 | 7363 | .9154 | .8607 - el /.__N —+Target 3
487976 | 9453 | 7935 | 9465 | 7774 | 9328 | .8831 8 o081 -&Target 4
5 88618 9453 | 8172 | 9552 | .7550 | .9816 | .9129 P P~ N o | | Tagets
6 | 88453 9453 | .8197 | 9601 | .7376 | 9316 | .9129 / / " ——Target 6
7 .89095 | 9391 8507 | .9664 | .7450 | .9316 | .9129 0.7 B\/J/- ——Pcc
8 1.89261| 9391 | 8246 | 9664 | 7799 | 9316 | 9142 0.65
9 [.88867| 9391 | 8346 | 9651 | .7488 | 9316 | 9129 e
10 T89717 | 9391 | 8706 | 9639 | 7512 | 9391 | 9192 og—
79789365 | 9353 | 8570 | 9630 | 7512 | 9391 | 9154 01 23 456 7 89 10M112
127 |.90049| 9353 | .8483 | .0689 | .7749 | .9465 | .9291 Iteration

) . Fig. 4. Classification improvement with iterated wavelet transforms.
that the small number of samples did not give us a false accep-

tance ofH.
° the wavelet transform is 4.2 percentage points. This improve-

ment is smaller than the one observed by Stirman, but we can
attribute this difference to our use of a different classifier and
If the original signals are transformed and then 128 of thgayelet (Haar).
most informative pseudo range bins (original signal's range The most important curve in Fig. 4 is the one fox. that rep-
bins augmented by the wavelet coefficients) selected for furth@ients the performance of the classifier for all target classes at
transformation, a new linear transformation of the input datch iteration of the iterated wavelet transform. In this figure,
is created [16]. This process can be repeated many times @Bghtions 2—12 demonstrate the benefits of the iterated wavelet
is called theiterated wavelet transform. This is similar t0 transform over the use of a single transform. This curve shows
the basic assumption of genetic programming where ney increase in overall classifier performance from 0.7713 to
generations of features related to the most successful featysegy7 17 by iteration 10. This represents an improvement of 12
from prior generations may show better qualities than thedercentage points. Furthermore, Target 2 improved by 25 per-
parents. For any learning process based on a fixed set of daifitage points and Target 6 by 18 percentage points. This is a
the increase in information represented by learning featurggnificant improvement in performance over a single wavelet
is getting smaller as progress toward the optimum is madgansform and confirms the benefit of using the iterated wavelet
At some point there will be no increase, at which point thg@ansform.
learning process must stop. We questioned why there would be a decrease in performance
Conjecture 2: By iteratively selecting the most informativegn some of the targets such as seen on Target 2 between itera-
pseudo range bins and transforming them, the informative valggns 7 and 8. It is apparent that the iterated wavelet transforms
of the range bins in general may increase yielding a better clgfs|d an increasing performance in the entire classifier. Indi-
sifier. vidual targets may sacrifice performance while overall perfor-
An experiment was performed to verify this conjecture. Th@ance increases. In general, the momentary decreases are re-
original 128 range bin signal was transformed (using the Ha@jvered in later iterations. This may be a manifestation of the
wavelet) as previously discussed creating 1024 pseudo rapggsing problem reported by Stirman [7]. If so, by iterating the
bins. A box classifier was constructed. The range bins used\@selet transform this problem appears to either be mitigated
features were chosen for further transformation. If there age eliminated. For our problem, the maximum advantage of it-

more than 128 pseudo range bin features, then the featussting the wavelets happens at about ten iterations.
which classify the most training signals are selected. If there are

fewer than 128 features, then additional pseudo range bins are
selected from the middle of the pseudo signal. These 128 range
bins were wavelet transformed, a classifier was constructedThe contribution of this paper is therated wavelet trans-
and tested. This procedure was repeated twelve times andftrenation that was used to enrich the feature space and improve
results are presented in Table Il and Fig. 4. classifier performance. Our conjectures were verified using sta-
When using just one wavelet transform on the original signaitical hypothesis testing on synthetic HRR data. An informa-
Stirman showed an increasei,. of six percentage points [6] tion entropy approach for the down select of the pseudo range
and 7.53 percentage points over the baseline classifier [7]. Thias has shown similar improvement in classification perfor-
difference, over the baseline classifier, may have resulted framance.
changing the type of classifier or the use of wavelets. StirmanWe have shown that there is no statistically significant dif-
did not attribute the increase in performance to one or the othierence in performance of the classifier when different wavelets
neither did he analyze the significance of using the wavelate chosen. This means that the simplest wavelet to implement
transform. In the results presented here, we find that using thil do as good a job as any other wavelet, at least for the HRR
same classifier, the improvementi. after one application of target recognition problem.

V. ITERATED WAVELET TRANSFORM

VI. SUMMARY OF RESULTS
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The application of theterated wavelet transformation
method used here to improve performance could potentially
used in classification of any 1-D signal such as found in ec
cardiograms, seismology, sonar, and economic analysis.
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